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The NASA STI Program Office...in Profile

Since its founding, NASA has been dedicated to
the advancement of aeronautics and space
science. The NASA Scientific and Technical
Information (STI) Program Office plays a key
part in helping NASA maintain this important
role.

The NASA STI Program Office is operated by
Langley Research Center, the lead center for
NASA’s scientific and technical information. The
NASA STI Program Office provides access to
the NASA STI Database, the largest collection of
aeronautical and space science STI in the world.
The Program Office is also NASA’s institutional
mechanism for disseminating the results of its
research and development activities. These results
are published by NASA in the NASA STI Report
Series, which includes the following report types:

e TECHNICAL PUBLICATION. Reports of
completed research or a major significant
phase of research that present the results of
NASA programs and include extensive data
or theoretical analysis. Includes compilations
of significant scientific and technical data
and information deemed to be of continuing
reference value. NASA’s counterpart of peer-
reviewed formal professional papers but has less
stringent limitations on manuscript length and
extent of graphic presentations.

e TECHNICAL MEMORANDUM. Scientific
and technical findings that are preliminary or of
specialized interest, e.g., quick release reports,
working papers, and bibliographies that contain
minimal annotation. Does not contain extensive
analysis.

e CONTRACTOR REPORT. Scientific and
technical findings by NASA-sponsored
contractors and grantees.

* CONFERENCE PUBLICATION. Collected
papers from scientific and technical conferences,
symposia, seminars, or other meetings sponsored
or cosponsored by NASA.

¢ SPECIAL PUBLICATION. Scientific, technical,
or historical information from NASA programs,
projects, and mission, often concerned with
subjects having substantial public interest.

e TECHNICAL TRANSLATION.
English-language translations of foreign
scientific and technical material pertinent to
NASA’s mission.

Specialized services that complement the STI
Program Office’s diverse offerings include creating
custom thesauri, building customized databases,
organizing and publishing research results...even
providing videos.

For more information about the NASA STI Program
Office, see the following:

e Access the NASA STI Program Home Page at
http://www.sti.nasa.gov

e E-mail your question via the Internet to
help@sti.nasa.gov

* Fax your question to the NASA Access Help
Desk at 301-621-0134

* Telephone the NASA Access Help Desk at
301-621-0390

*  Write to:
NASA Access Help Desk
NASA Center for AeroSpace Information
7121 Standard Drive
Hanover, MD 21076-1320
301-621-0390
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INTRODUCTION

This is the administrative report for the 2004 NASA Faculty Fellowship Program (NFFP)
held at the George C. Marshall Space Flight Center (MSFC) for the 40th consecutive year. The NFFP
offers science and engineering faculty at U.S. colleges and universities hands-on exposure to NASA’s
research challenges through summer research residencies and extended research opportunities at
participating NASA research Centers. During this program, fellows work closely with NASA colleagues
on research challenges important to NASA’s strategic enterprises that are of mutual interest to the
fellow and the Center. The nominal starting and finishing dates for the 10-week program were June 1
through August 6, 2004. The program was sponsored by NASA Headquarters, Washington, DC, and
operated under contract by The University of Alabama, The University of Alabama in Huntsville, and
Alabama A&M University. In addition, promotion and applications are managed by the American
Society for Engineering Education (ASEE) and assessment is completed by Universities Space Research
Association (USRA).

The primary objectives of the NFFP are to:

» Increase the quality and quantity of research collaborations between NASA and the academic
community that contribute to the Agency’s space aeronautics and space science mission.

* Engage faculty from colleges, universities, and community colleges in current NASA
research and development.

» Foster a greater public awareness of NASA science and technology, and therefore facilitate
academic and workforce literacy in these areas.

» Strengthen faculty capabilities to enhance the STEM workforce, advance competition,
and infuse mission-related research and technology content into classroom teaching.

» Increase participation of underrepresented and underserved faculty and institutions
in NASA science and technology.

Questions about any report should be addressed to Dr. L. Michael Freeman, Aerospace
Engineering Department, The University of Alabama, Box 870280, Tuscaloosa, AL 35487-0280.
Email: mike.freeman@ua.edu
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Introduction

Aerocapture is a type of aero-assist technology in which an interplanetary spacecraft is equipped
with a device shaped to optimize atmospheric drag during a pass through a planet’s upper
atmosphere. An aerocapture maneuver alters the spacecraft’s trajectory so that it is captured as a
satellite of that planet.

Aerocapture is related to aerobraking. In aerobraking, a spacecraft lowers its orbit around a
planet by repeated passes through that planet’s upper atmosphere.

As part of the public outreach effort of the NASA MSFC In-Space Propulsion research effort, a
poster is being constructed relating to the new technology of aerocapture. Entitled “The
Technology & Art of Aerocapture,  this poster will speak to three groups of people. The first
and broadest audience is the general public who may or may not be familiar with aerocapture as
a concept. The second group is the scientifically educated and informed public that is familiar
with the concept of aerocapture but may or may not know the finer points about it. Finally, the
third audience consists of the group that has worked with and is familiar with aerocapture. The
poster is designed to educate and inspire all these audiences.

Poster Construction

My working drawing (Fig. 1) focused on the airflow pattern the aerocapture device would make
upon entering a planetary atmosphere. Around and behind it is a representation of surface
heating and stress patterns. Included within these patterns are equations from NASA AFE’s
(Aeroassist Flight Experiment’s) guidance, atmosphere defining, lift to drag and the aerodynamic
flow of gases. The equations were included as an acknowledgement to the work that provided the
base for aerocapture studies and ideas that have been developed since the 1980°s.

Terry White of Media Fusion constructed the CAD-CAM images working off my initial drawing
after Bonnie James of MSFC approved the use of historical and proposed images. The CAD-
CAM images took on jewel-like clarity and are easy to manipulate because of the great care with
which they were constructed.

Beneath the featured aeroshell are four examples of historical hard- body aerocapture shells.
These include AFE, CNES, the Attached Ballute developed and launched in 1996 by Russia and
the Slender Body. Above the featured aeroshell are three examples of inflatable ballutes. Along
the bottom of the poster are the planets and satellite that aerocapture missions could travel to.
On the bottom left side are the Neptune and Titan aeroshroud. On the bottom right side is a
diagram of the planet-centered orbit that aerocapture will enable. Text was edited from earlier
aerocapture CDs.
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Aerocapture History

Application of aerocapture-related techniques began with the Apollo Program in the 1960’s
when astronauts used aerobraking as the maneuver that would enable their return to Earth.
Aerocapture continued to develop in the 1970’s when the Pioneer Venus Multipurpose used
aerobraking to explore Venus. Although it was not expected to survive the descent through the
atmosphere, one probe continued to operate for 45 minutes after reaching the surface. Pioneer
Venus-Orbiter was inserted into an elliptical orbit around Venus on December 4, 1978. It carried
17 experiments and operated until the fuel used to maintain its orbital position was exhausted;
atmospheric entry destroyed the spacecraft in August 1992.

During the 1980’s, aeroassist was applied to AFE (Aeroassist Flight Experiment) and the Galileo
Probe. On December 7, 1995 Galileo began its prime mission: a two-year study of the Jovian
system. Galileo traveled around Jupiter in an elongated oval-shaped orbit lasting about two
months. By observing at different distances from Jupiter, Galileo’s experiments could sample
different parts of the planet’s extensive magnetosphere. The orbits were designed for close
flybys of Jupiter’s largest satellites. On the 7™ of December, the Galileo atmospheric subprobe
entered the Jovian atmosphere, making a 75-minute fiery descent, before all contact was lost.
The probe sliced into Jupiter’s atmosphere at one-hundred-six thousand miles per hour. It
slowed, released its parachute, and dropped its heat shield. As the probe descended through 95
miles of the top layers of the atmosphere, it collected 58 minutes of data on the local weather.

AFE was developed in the 1980°s. This NASA mission was originally planned for the 1990’s but
has not yet flown. The sub-scale AFE vehicle was intended to perform an aeroassist maneuver
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similar to that of a full-scale vehicle. Bonnie James suggested that I contact, Mark Seaford of
MSFC who had worked on AFE. He spoke with me at length about AFE and provided technical
reports. This information was used by Terry White to construct the 3D computer models of
aerocapture vehicles.

Most recently in the 2000’s, aerobraking was applied to the Mars Sample Return and CNES
Orbiter. After hitting the Martian atmosphere at 12,000 mph, an aeroshell, parachute and retro-
rockets will bring the Sample-Return spacecraft to a near standstill during a harrowing six-
minute drop to the surface. CNES is a French-designed Mars orbiter.

Aerocapture-Maneuver Details

At 400,000 feet or 75.76 miles above Earth’s surface, a returning spacecraft encounters the entry
interface. This is where heating caused by atmospheric drag becomes observable. Heat from the
spacecraft is radiated back into space from the elevated-temperature thermal-protection system.

Aeroassist equipment may experience damage to the fabric on the ballute or solar sail during
atmospheric entry. Heat is conducted quickly through the material, which requires a nonablative
surface that remains aeroelastic and continues to offer lightweight and efficient thermal
protection. Aeroshell development and intergration is necessary to optimize both aerocapture
and aerobraking.

An aerocapture maneuver can take approximately one hour while an aerobraking maneuver can
take as long as weeks or months. NASA missions utilizing this technology are under
consideration for Venus, Earth, Mars, Jupiter, Saturn, Titan, Uranus and Neptune.

An important concept is “Living off the Land” that enables the craft to carry less fuel to it’s
destination. Aerocapture allows a spacecraft to use the available atmosphere to achieve orbit
around its destination, reducing the need for deceleration fuel. This important concept utilizes
available materials, thereby enabling the vehicle to adapt readily to whatever environment it is
traveling in and to.

Conclusions: The Poster as an Outreach Tool

Bonnie James concluded that the poster with airflow and incorporated equations is superior to
the alternative approach of showing an image of fire coming off the aerocapture device. This
proved to be the main feature of the poster and also the “selling point” to help viewers realize the
dynamics instead of the theatrics of aerocapture. Erin Richardson of MSFC also viewed the
poster and noted that the inflatables shown present a progression from the most to least
advanced.

Jack Hood of MSFC suggested using a hologram-like process as a handout to accompany the
poster. The “hologram” would function to show different objects at different angles and show
limited animation. This could serve as an alternative visual to use in educational outreach to the
variety of audiences.

11-4



Les Johnson of MSFC reviewed the poster midway through the process and suggested that there
should be both a back and front side to it (Fig: 2). This would insure that the front would not be
overloaded with text and give an additional opportunity to highlight the three-dimensional
models constructed with engineering specifications as well as reference to earlier CAD-CAM
models.

Key disciplines for Aerocapture
* Aerothermodynamics

’ Aerocapture: Atmospheric drag can be used to slow an
* Atmospheric modeling

interplanetary spacecraft into a planet-centered orbit.

*
|~ Atmospheric drag slows the spacecraft, which must be protected . g“‘daﬂce Navigation, & Control
from the ic entry envi Kinds of e . [Trajectory Design & Performance
I o S(ems et N ?ﬁroshell Structures & Materials
| * Rigid aeroshell N Insi:‘":le E{::f::on System Materials/Models
*
l : InQamble aeroshell * Systems Engineering & Int
Thin-film ballutes—combination balloon & ntegration
_ hut N
l parachute Materials Technology requirements:
1 fhlatable Aerocapture can ) * High temperature operation
* Reduce fuel requirements by 20-80% * High tensile strength, low mass material
Aeroshell * Achieve orbit faster than solar-electric propulsion \ * High UV reflectivity & VIS/IR emissivity
or aembfaking h\ * Resistance to reactive planetary atmospheres
l * Reduce flight time from Earth 3 * Appropriate bonding & insulation materials
3 Capable of compact storage & deployment in
Potential ploy: space
/_7 0 Mc:e:unauons enabled or enhanced by Aerocapture lnclua
Attached * Saturn’s moon, Titan

Ballute Ay
| ] Ur.:nn‘};sl;ody with an atmosphere (Earth, Jupiter, Salum / \,}, 1 \‘\J\ u’/ji 2 /
Slender Body
Res Spmp \
e ' o

'm_;mj Ballete

Fig. 2: Working drawing for the back of the Aerocapture poster

Other aerocapture sources included Claude A. Graves and Chris Cerimele from NASA Johnson
Space Flight Center. Dick Powell and Eric Queen of Langley Space Flight Center provided
information on the CNES. Kevin Miller of Ball Aerospace gave additional input on the ballute
CAD-CAM images. The 3D models were e-mailed to these sources to insure their accuracy.

As the poster became nearly complete, the title was added, “The Technology & Art of
Aerocapture with the subtext “How atmospheric drag can be used to slow an interplanetary
spacecraft into a planet-centered orbit.” The text was blurred slightly and an atmospheric effect
was included to reflect the idea of aerocapture and atmosphere.

The back of the poster is the place where the technological ideas are featured along with the titles
of the individual models. Partial wire frames with the other areas fully built will be shown along
with text to highlight the construction of the vehicles. The airflow will be shown with a
diagrammatic view.

In my opinion, the finished poster will serve as an effective tool in communicating aerocapture
fundamentals to a wide audience.
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STAR ODYSSEY

He plots an astronomical course
Into a swirl of stars;

Dark matter oozing blacker than molasses
And galaxies as round as pancakes
Bubbling on a gaseous griddle;

Dense nebulas foaming up to thunderheads
Curved by supernovas
Bursting in the volcanic cosmos;

His intelligent gaze glaring redder than Martian hematite;
And senses stunned by a stellar eruption that wind gusts
His lone, exploring soul stretched as wide
As a catamaran sailing slowly by an asteroid reef;
Suddenly, a brief trail of comet glitter
Is slung into an elliptical path on
A phantom gravitational string;

Now metronomes ticking from blue screens
Looked upon by the giant god
Whose furious and molten passions
Attract a courtship of lunar maidens.
None ever noticing this quiet messenger
Pregnant with hope and awe,
Approaching with reverent precision,

On slowing engines of molecular propulsion;
The cautious wanderer
Extends an optical basket to gather the apples
Of astral destiny,

Then opens a cyber portal to watch
Microcircuits rubbing their probes
across the Braille
Of new constellations
Erected by the Architect of glory.

¢BATTLE
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Introduction

This paper is an analysis and narrative of the qualitative business parameters of the Huntsville
Operations and Support Center (HOSC), Building 4663 at the Marshall Space Flight Center
(MSFC) in which the NASA faculty researcher was assigned the twofold tasks of analyzing
HOSC Operations and Support Metrics (which measure a portion of Mission Systems Operations
performances), as well as developing a comprehensive spreadsheet to rank possible future
competition which will arise from the “New Vision” under the new NASA Exploration
Program initiative as espoused by NASA Director Sean O’Keefe. More information of the
future missions of NASA may be found at the website:
http://www.nasa.gov/missions/solarsystem/explore_main.html . The restructuring of MSFC will
change to some degree the cost/budgeting strategies of all its bureaucracy by changing over from
traditional accounting procedures to full-cost accounting. = The context of this research in
relations to the daily business flow within FD43, Mission Systems Operations Group under the
Flight Projects Directorate, FDO1 is explained in the following directives:

MSEFC is the first NASA center to really embrace full cost accounting. This means MSFC put all
center overhead and G&A (dollars to pay for salaries, programs like the one this summer
researcher was in, administration personnel, cafeteria, etc.) as a burden on the projects MSFC
support. Not all of NASA has communicated thoroughly enough from headquarters to the
Centers about impending changes in its bureaucratic landscape to make project operations more
efficient and aligned with the “New Vision”. Code U (out of headquarters in DC) who pays for
MSFC projects is screaming because of the increase to them due to MSFC being one of the first
to use full cost dollars. So part of the problem of implementing bureaucratic changes is due to
adopting a new cost/budgeting strategy which is completely out of the control of HOSC. Since
associative projects are threatening to pull funds, HOSC is in the process of strategic planning
and posturing itself to meet challenges raised by the Exploration Initiative (Code T out of
headquarters.) The reason is that Code T is the next large project and HOSC really wants a piece
of it. So some of the research this summer faculty endeavored to do was to work on a HOSC
competition matrix to go into a possible draft of a business plan. Pursuant to this mandate, the
summer faculty researcher had to compose from meticulous investigation a list of HOSC
competitors, then manifest tentatively how much they cost versus HOSC (at somewhat of a high
level marketing analysis) . This included the designation of potential customers for future
business. All of these systematic efforts tied into measuring how well HOSC, Mission Systems
Operations Group executed its functions, i.e., how well it optimized, in its diurnal dealings, the
metrics that characterize its overall mission performances. Thus, the summer faculty researcher
had the task to develop a HOSC competition matrix, as well as to research what would be quality
metrics (not quantity/throughput necessarily) that HOSC could use in an ops organizational
genre. The NASA government has never had to work this way before. So this summer researcher
had to do path-finding work to find a way to parameterize the key performance measures that
would allow for prototyping a robust HOSC business plan to keep Mission Systems Operations
thriving into the distant and cosmic future. Initially, this research paper will give a brief
narrative on the concept of full cost accounting which in the business literature is known as
“activity-based” cost accounting. The subsequent pages will feature a “HOSC NASA
Information Competitors Chart” composed in EXCEL. The latter sections will consist of an
“HPR Stats Sheet”, composed in EXCEL as well (and based upon the Enhanced HOSC Systems
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Operations and Maintenance Backup Charts) which does some statistical hypothesis testing on
management directed questions, and a final section on some suggested metrics to incorporate
into future HOSC business evaluation.

Full Cost Accounting

A brief treatise on full-cost accounting is provided below:

Activity-based costing, or full-cost accounting is an accounting technique that allows an
organization like HOSC to determine the actual cost associated with each product and service
produced by the organization without regard to the organizational structure. The five activities
that need to occur in order to determine activity costs are:

Analyze Activities

Gather Costs

Trace Costs to Activities
Establish Output Measures
Analyze Costs

Now the knowledge of the true cost of an object is important for three reasons:

To Discover Opportunities For Cost Improvement
To Prepare And Actualize A Business Plan
To Improve Strategic Decision Making

Overall, the formula to remember is that:
Total Cost = Direct Cost (Labor, Materiel) + Overhead Cost

As a matter of comparison, traditional cost accounting : (a) allocates overhead to the cost object
(b) total company’s overhead is allocated to the products based on volume based on measure,
e.g., labor hours, computer central processing unit time (c) an assumed relationship between
the overhead and volume-based measure . On the other hand, activity based cost accounting:
(a) has a more accurate cost management methodology (b) focuses on indirect costs (overhead)
(c) traces rather than allocates each expense category to the particular cost object (d) makes
“indirect” expenses “direct”. Again, the basic principles of activity based costing are: (a) cost
objects consume activities (b) activities consume resources (c) the consumption of resources
drives costs (d) understanding this relationship is critical to managing overhead. The best
business conditions under which to use activity based cost accounting is when: (a)overhead is
high (b) products are diverse: complexity, volume, amount of direct labor (c) making costly
errors (d) the competition is seeming insurmountable. In HOSC, two vital activities are 1. Data
Processing (measured in CPU, or MB) and 2. Customer Support (measured in hourly response
time, or number of calls processed) . The best aspect of activity based cost accounting is that
activity based cost allows indirect overhead to be shifted to those products that actually consume
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the resources being allocated. The results in a more accurate product cost which may lead to
better decision-making. Some salient points to remember about full cost accounting is that it is
just another method of allocating indirect costs. In addition this cost methodology does not
reduce product costs, or affect material and labor.

Yet, activity-cost accounting does allow management to understand which products consume the
most resources and therefore allows the making of more informed decisions regarding both
products and costs. In case of HOSC, the serious products are the operable payloads aboard the
ISS, or the Space Shuttle. These payloads themselves may be collecting data or implementing
observable experiments. The activity based cost accounting would calculate overhead by taking
the different HOSC activities each associated with a unit cost---then multiply individual
activities by the number of associated product to get a categorical cost that is added to all the
other individual activities-based ones to get a bottom figure. To illustrate the difference in
traditional accounting versus activity-based accounting for HOSC:

Cost Product A |Cost Product B Cost
Activity1 $200,000 4 $6,500 3 $25,000
Activity2 $400,000 6 $13,500 12 $2,500
Activity3 $200,000 10 $20,000 10 $72,500
$40,000 $100,000
Overhead for Product A : $400 ($40,000/100)
Overhead for Product B: $200 ($100,000/500)

Note: Number of units of Products A,B are made up arbitrarily

Supposed HOSC Payload Operations has total overhead $800,000.00 for a given year. And
customer service direct labor is 5000 hours. Suppose there are two payloads (products). Call
them product A and product B. The total direct labor cost would be $800,000.00/5000 hrs =
$160.00/hr . Now suppose product A has 2 hours of direct labor and product B has 4 hours of
direct labor. Then the traditional cost accounting would allocate to product A = $320.00 unit
overhead cost and to product B = $640 unit overhead cost. ~The overall analysis would render
the following cost matrix:

Traditional Versus Activity-Based Cost Accounting Matrix:

Traditional: Activity-Based
Overhead Direct Total Overhead Direct Total
Product A $320.00 $200.00 $520.00 $400.00 $200.00 $600.00
Product B $640.00 $400.00 $1,040.00 $200.00 $400.00 $600.00

HOSC Competitors Matrix

The researcher was tasked with creating a matrix of potential competitors based upon multiple
columns of possible metrical characteristics and ranked in capabilities according to the following
qualitative scale: 0 = None, 1= Developing Capabilities, 2 = Existing Capabilities, 3 =
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World Class. A list of competitors was fashioned consisting of other NASA Centers, prime
and subordinate contractors, as well as collaborative groups of pursuing lucrative NASA space
business. The reference section of this research paper contains details of each competitor listing
its capabilities, location and an enumeration of its supportive customers. The categories of
evaluation of the HOSC competition matrix are (left to right)

(a) Entity (foreign or domestic competitor)
(b) Remote Operations

(¢) Command and Control

(d) Planning Systems

(e) Scheduling

(f) Flight Dymanics/Trajectory

(g) Systems Engineering

(h) Interoperability

(1) Information Management

() Simulation

(k) Payload Test/Check Out

(I) Deep Space Network/Telemetry Data Retrieval Satellite Systems
(m)Artificial Intelligence

(n) Man versus Unmanned

(o) Technical Innovation

(p) Central Configuration

The rightmost column contains the average of all the designated rankings. Provided below is the
entire matrix over several pages:
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10
10
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1
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12
13
14
15

15
15

15

HOSC NASA Information Competitors Chart

Competitor Entity Remote Operations C? Cmmd&Cntrl Planning Systems Scheduling
GSD us 3.00 1.00 2.00 2.00
ESA/ESOC Foreign 3.00 3.00 2.00 2.00
RHEA Group Foreign 3.00 0.00 2.00 2.00
GMV Foreign 3.00 0.00 2.00 2.00
MRC uUs 0.00 0.00 1.00 3.00
Lockheed-Martin Astronautics uUs 2.00 0.00 3.00 2.00
Support JPL Mars Program uUs 3.00 0.00 2.00 2.00
Built HST-Initial Control Center Operator uUs 3.00 0.00 1.00 2.00
CSOC uUs 2.00 0.00 2.00 2.00
USA us 2.00 0.00 3.00 3.00
CSA Foreign 3.00 2.00 3.00 3.00
BOEING uUs 3.00 0.00 3.00 2.00
GSFC us 2.00 0.00 3.00 3.00
Explorer Program us 2.00 0.00 3.00 3.00
Geostationary Operations Environmental Satellite
(GOES) us 0.00 0.00 3.00 3.00
Earth Observing System (EOS) us 3.00 0.00 3.00 3.00
Hubble Space Telescope (HST at Space Telescope
Science Institute (STScl)) us 3.00 0.00 3.00 3.00
KSC us 3.00 3.00 3.00 3.00
Launch Control us 3.00 3.00 3.00 3.00
Space Shuttle us 3.00 3.00 3.00 3.00
International Space Station (ISS) us 3.00 3.00 3.00 3.00
JSC us 3.00 3.00 3.00 3.00
International Space Station (ISS) uUs 3.00 3.00 3.00 3.00
Space Shuttle us 3.00 3.00 3.00 3.00
LRC uUs 1.00 0.00 0.00 0.00
ARC uUs 1.00 0.00 1.00 1.00
SSC uUs 1.00 1.00 3.00 3.00
JPL us 2.50 3.00 3.00 3.00
Earth Observing Missions (Jason, Topex, AcrimSat) us 3.00 3.00 3.00 3.00
Mars (Orbit Surveyor, Odyssey, MER) uUs 3.00 3.00 3.00 3.00
Solar System (Genesis, Stardust, Deep Impact, Cassini,
Voyager) us 3.00 3.00 3.00 3.00
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Systems Engineering InterOps Info Management Simulation |P/L Test--CheckOut DSN/TDRSS Al Man Vs. Unmanned
2.00 3.00 3.00 3.00 2.00 2.00 1.00 3.00
2.00 1.00 3.00 2.00 2.00 3.00 2.00 2.00
3.00 1.00 2.00 2.00 1.00 0.00 1.00 1.00
3.00 1.00 3.00 3.00 2.00 2.00 2.00 3.00
2.00 1.00 2.00 2.00 0.00 0.00 2.00 1.00
3.00 1.00 2.00 3.00 2.00 2.00 2.00 3.00
3.00 2.00 3.00 3.00 3.00 3.00 1.00 1.00
2.00 3.00 3.00 1.00 3.00 1.00 2.00 2.00
2.00 2.00 2.00 2.00 3.00 1.00 2.00 2.00
2.00 1.00 3.00 3.00 3.00 1.00 2.00 1.00
3.00 3.00 3.00 3.00 3.00 2.00 2.00 2.00
3.00 2.00 3.00 3.00 3.00 2.00 2.00 3.00
3.00 1.75 3.00 0.00 0.50 2.25 0.00 2.25
3.00 2.00 3.00 0.00 2.00 3.00 0.00 3.00
3.00 2.00 3.00 0.00 0.00 2.00 0.00 2.00
3.00 0.00 3.00 0.00 0.00 2.00 0.00 2.00
3.00 3.00 3.00 0.00 0.00 2.00 0.00 2.00
0.00 3.00 2.33 3.00 2.00 1.00 1.00 3.00
0.00 3.00 3.00 3.00 2.00 1.00 1.00 3.00
0.00 3.00 2.00 3.00 2.00 1.00 1.00 3.00
0.00 3.00 2.00 3.00 2.00 1.00 1.00 3.00
3.00 2.50 3.00 3.00 3.00 3.00 1.00 3.00
3.00 3.00 3.00 3.00 3.00 3.00 1.00 3.00
3.00 2.00 3.00 3.00 3.00 3.00 1.00 3.00
2.00 0.00 0.00 1.00 0.00 0.00 0.00 2.00
3.00 2.00 3.00 3.00 0.00 0.00 1.00 2.00
3.00 2.00 2.00 3.00 2.00 1.00 0.00 3.00
3.00 2.67 3.00 217 1.83 2.00 1.00 217
3.00 3.00 3.00 3.00 2.00 1.00 1.00 2.00
3.00 3.00 3.00 3.00 2.00 2.00 1.00 2.00
3.00 3.00 3.00 3.00 2.00 2.00 1.00 2.00
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Techno-Innovation Central/Config |Ranking
1.00 3.00 213
2.00 3.00 2.33
3.00 3.00 1.80
1.00 2.00 213
3.00 3.00 1.40
3.00 3.00 2.27
3.00 3.00 2.33
3.00 2.00 1.93
2.00 2.00 1.87
3.00 3.00 2.20
3.00 3.00 2.73
3.00 2.00 2.47
3.00 3.00 1.98
3.00 3.00 2.20
3.00 3.00 1.80
3.00 3.00 1.87
3.00 3.00 2.07
2.67 3.00 2.40
2.00 3.00 2.40
3.00 3.00 2.40
3.00 3.00 2.40
3.00 3.00 2.83
3.00 3.00 2.87
3.00 3.00 2.80
2.00 0.00 0.53
3.00 0.00 1.53
1.00 1.00 1.93
2.67 217 2.48
3.00 2.00 2.53
3.00 2.00 2.60
3.00 2.00 2.60
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15
15

15
16
17
18
19

19
20
21
22
23
24
25
26
27
28
29
30

31
32
33
34
35
36
37
38
39
40
41
42
43
44

Space Shuttle payloads (SRTM) uUs 0.00 3.00 3.00 3.00

Deep Space Network us 3.00 3.00 3.00 3.00

Astrophysics-operates Lyman Spitzer Infrared

Telescope us 3.00 3.00 3.00 3.00
SSL (Berkeley) Contractor 0.00 0.00 0.00 0.00
Rockwell Intl(Boeing Df&SpGp) us 0.00 3.00 2.00 1.00
ViaSat, Inc. Contractor 2.00 3.00 0.00 0.00
Northrop Grumman Contractor 2.00 3.00 2.00 3.00

Bought TRW in 2002. TRW built Chandra and was initial

control center operator at Cambridge; SAO operates

Chandra. Contractor 2.00 3.00 2.00 3.00
Aastra Aerospace ForeignCctr 1.00 3.00 1.00 1.00
Aerocorp Tech. ForeignCctr 1.00 2.00 1.00 2.00
Bristol Aerospace Ltd.(Magellan) ForeignCctr 3.00 3.00 2.00 3.00
Space Systems/Loral Contractor 1.00 2.00 2.00 2.00
Honeywell (& Allied Signal) Contractor 3.00 2.00 3.00 2.00
United Technologies Contractor 0.00 0.00 0.00 0.00
Raytheon Contractor 1.00 1.00 2.00 1.00
Altair Aerospace Company Contractor 0.00 0.00 2.00 0.00
Visage, Applenet, Inc. Contractor 0.00 0.00 2.00 0.00
Image2000 : Lockheed MMS in Sunnyvale us 2.00 3.00 2.00 2.00
GMSEC us 2.00 3.00 2.00 2.00

JASON-1 (JPL developed the ground control system;

CNES operates it.) us 2.00 3.00 2.00 2.00
Harris Corporation Contractor 2.00 3.00 3.00 3.00
SESS (NOAA)--ITT Us 3.00 3.00 3.00 3.00
SENTEL / EPIC us 3.00 3.00 3.00 3.00
Davidson Technologies Contractor 0.00 0.00 3.00 2.00
Digital Operations Corporation Contractor 0.00 3.00 0.00 0.00
General Dynamics Contractor 1.00 3.00 1.00 1.00
L3 Communications Contractor 0.00 1.00 0.00 1.00
SAIC Contractor 0.00 1.00 1.00 1.00
Space Vector Corporation Contractor 2.00 1.00 2.00 2.00
SRS Technologies Contractor 0.00 2.00 3.00 3.00
Tanner Labs Contractor 0.00 0.00 1.00 1.00
Teledyne Brown Engineering Contractor 2.00 1.00 2.00 2.00
Z Microsystems, Inc. Contractor 1.00 1.00 2.00 1.00
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3.00 3.00 3.00 3.00 1.00 3.00 2.00 1.00 3.00
3.00 3.00 2.00 3.00 2.00 1.00 3.00 1.00 2.00
3.00 3.00 2.00 3.00 1.00 1.00 2.00 1.00 2.00
2.00 3.00 0.00 2.00 2.00 0.00 1.00 1.00 0.00
0.00 3.00 1.00 2.00 2.00 0.00 0.00 0.00 0.00
0.00 0.00 2.00 0.00 2.00 1.00 1.00 0.00
3.00 3.00 2.00 3.00 2.00 2.00 1.00 1.00 0.00
3.00 3.00 2.00 3.00 2.00 2.00 1.00 1.00 0.00
1.00 1.00 0.00 1.00 0.00 0.00 0.00 1.00 0.00
3.00 3.00 3.00 2.00 2.00 0.00 1.00 1.00 0.00
3.00 3.00 3.00 2.00 2.00 0.00 0.00 1.00 1.00
0.00 2.00 0.00 1.00 2.00 2.00 1.00 0.00 1.00
3.00 3.00 0.00 2.00 3.00 2.00 1.00 2.00 3.00
3.00 0.00 2.00 0.00 2.00 1.00 0.00 0.00 0.00
3.00 2.00 2.00 3.00 2.00 3.00 1.00 1.00 2.00
0.00 2.00 1.00 3.00 0.00 0.00 0.00 1.00 0.00
0.00 2.00 1.00 2.00 1.00 0.00 0.00 0.00 0.00
3.00 2.00 2.00 2.00 2.00 1.00 0.00 1.00 1.00
3.00 2.00 3.00 2.00 3.00 2.00 3.00 1.00 2.00
3.00 2.00 3.00 2.00 3.00 2.00 3.00 1.00 2.00
3.00 3.00 3.00 3.00 2.00 0.00 3.00 0.00 2.00
2.00 3.00 1.00 3.00 1.00 0.00 2.00 0.00 3.00
3.00 3.00 3.00 3.00 2.00 0.00 2.00 1.00 3.00
0.00 3.00 0.00 3.00 0.00 0.00 0.00 0.00 0.00
0.00 3.00 3.00 3.00 0.00 0.00 0.00 0.00 0.00
3.00 3.00 3.00 3.00 1.00 0.00 0.00 0.00 0.00
0.00 3.00 1.00 3.00 0.00 0.00 1.00 1.00 0.00
0.00 3.00 2.00 3.00 1.00 0.00 0.00 0.00 0.00
3.00 2.00 3.00 3.00 3.00 1.00 0.00 2.00
1.00 3.00 3.00 3.00 3.00 2.00 2.00 1.00 1.00
0.00 3.00 2.00 3.00 1.00 0.00 0.00 2.00 0.00
3.00 3.00 3.00 3.00 3.00 1.00 1.00 1.00 2.00
1.00 3.00 1.00 2.00 1.00 0.00 0.00 1.00 0.00
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2.00 3.00 2.40
3.00 2.00 2.47
2.00 2.00 2.27
2.00 0.00 0.87
3.00 0.00 1.13
1.00 0.00 0.86
3.00 1.00 2.07
3.00 1.00 2.07
2.00 1.00 0.87
3.00 2.00 1.73
3.00 2.00 2.07
1.00 0.00 1.13
3.00 0.00 2.13
3.00 1.00 0.80
3.00 2.00 1.93
2.00 0.00 0.73
2.00 0.00 0.67
3.00 2.00 1.87
2.00 3.00 2.33
2.00 3.00 2.33
2.00 2.00 2.27
3.00 2.00 2.13
3.00 3.00 2.53
1.00 0.00 0.80
1.00 0.00 0.87
3.00 0.00 1.47
3.00 0.00 0.93
2.00 1.00 1.00
3.00 1.00 2.00
3.00 2.00 2.13
3.00 1.00 1.13
3.00 2.00 2.13
2.00 1.00 1.13
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ICqumn Explanation:

Competitor:

Niche:

Planning Systems:

Systems Engineering:

Information Management:

Simulation:

P/L Test Checkout:

DSN/TDRSS: (Deep Space Network/Telemetry Data Relay
Satellite System)

Artificial Intelligence (Al):

Manned Vs. Unmanned:

Remote Operations:

InterOps

csocC

List of current & potentially competing contractors

Command Control (C2), Remote Operations (Rm/Ops)

Mission Planning (MP), Payload Planning (P/L P), Crew Planning (CP)

Functional Requirements Document (FRD), Cost (C ), Schedule (S), Risk (R)

Portals (P), Data Mining (DM),Adv. Architect&Automa(AAA), Micro-tronics (ME)

Cybernetics (C), Robotics(R ), Supercomputing (SC)

Remote Facility Testing (RFT), Closed Loop Test (CLT)

Radio & Radar Astronomy (RRA), Telescope (T), Dish (D), Antenna (A)

Animation Research (AR), Image Processing (ImP), Neural Networks (NN)

Mobile Robotics(MbRb), Adv Telecomm(AT), Superarchitecture Software(SaSw)

Video/Voice/Cmmd:Cntrl

Interoperability = Tech xchange among NASA Centers, or space industry

Consolidated Space Operations Contract
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|ALIST OF CONTRACTOR ACRONYMS: |

COLSA CORPORATION

MORGAN RESEARCH CORPORATION (MRC)
COMPUTER SCIENCES CORPORATION (CSC)
LOCKHEED MARTIN Astronautics

CSA (Canadian Space Agency)

GMV (Spanish Aerospace)

RHEA (Rheatech Ltd, UK)

MRC (Mission Research Corp)

Boeing (Teledyne)

GOSC (Goddard Space Ctr)

KSC (Kennedy Space Ctr)

JSC (Johnson Space Ctr)

LRC (Langley Research Ctr)

ARC (Ames Research Ctr)

SSC (Stennis Space Ctr)

JPL (Jet Propulsion Laboratory)

SSL (Berkeley) Space Science Lab

CNES = Centre National d'Etudes Spatiales
USA = United Space Alliance

The next chart is just some statistical variance between different columns of the HOSC Competitors Matrix using the paired F-tests
that measure variance to note if there were any correlations between any specific two of interest. The objective of doing these
variance tests was to determine what columns acting a variable could be eliminated from any linear estimating model equation based
upon all the matrix columns.
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Statistical Metrics |
0.53 Statistical F-Test Between Sys. Eng. And Simulation
0.68 Statistical F-Test Between Sys. Eng. And P/L Test
0.05 Statistical F-Test Between Sys. Eng. And Info Management
0.02 Statistical F-Test Between DSN/TDRSS And Al
0.42 Statistical F-Test Between Tech Niche And Planning Systems
0.05 Statistical F-Test Between Sys. Eng. And Man Vs. Unmanned
0.67 Statistical F-Test Between Sys. Eng. And Planning Systems
0.70 Statistical F-Test Between Sys. Eng. And Technical Niche
0.40 Statistical F-Test Between Planning Systems And P/L Test--Check Out
0.02 Statistical F-Test Between Technical Niche And Info Management
0.87 Statistical F-Test Between Technical Niche And Simulation
0.97 Statistical F-Test Between Technical Niche And P/L Test -- CheckOut

0.05 Statistical F-Test Between Sys. Eng. And Info Management

0.88 Statistical F-Test Between Technical Niche And Manned vs. Unmanned

0.00 Statistical F-Test Between Technical Niche And Al
0.37 Statistical F-Test Between Technical Niche And DSN--TDRSS

0.82 Statistical F-Test Between Sys. Eng. And Man vs. Unmanned

0.16 Statistical F-Test Between DSN/TDRSS And Info Management

0.30 Statistical F-Test Between Al And Info Management

0.03 Statistical F-Test Between Manned Vs. Unmanned And Info Management
0.02 Statistical F-Test Between P/L Test--CheckOut And Info Management
0.46 Statistical F-Test Between DSN--TDRSS And Simulation

0.52 Statistical F-Test Between Simulation And Planning Systems

0.03 Statistical F-Test Between Simulaton And Info Management

0.51 Statistical F-Test Between Planning Systems And Man vs. Unmanned
0.92 Statistical F-Test Between Planning Systems And DSN--TDRSS

Finally, a ranking of all the competitors is given in the columnar format that follows:
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Sorted Competitors List Ranked Highest-To-Lowest Rank
JSC 2.83
CSA 2.73
SENTEL / EPIC 2.53
JPL 2.48
BOEING 2.47
KSC 2.40
ESA/ESOC 2.33
GMSEC 2.33
Lockheed-Martin Astronautics 2.27
Harris Corporation 2.27
GMV 213
GSD 213
Teledyne Brown Engineering 2.13
SRS Technologies 2.13
SESS (NOAA)--ITT 213
Honeywell (& Allied Signal) 213
Northrop Grumman 2.07
Bristol Aerospace Ltd.(Magellan) 2.07
Space Vector Corporation 2.00
GSFC 1.98
SSC 1.93
Raytheon 1.93
Image2000 : Lockheed MMS in Sunnyvale 1.87
RHEA Group 1.80
Aerocorp Tech. 1.73
ARC 1.53
General Dynamics 1.47
MRC 1.40
Rockwell Intl(Boeing Df&SpGp) 1.13
Space Systems/Loral 1.13
Tanner Labs 1.13
Z Microsystems, Inc. 1.13
SAIC 1.00
L3 Communications 0.93
SSL (Berkeley) 0.87
Aastra Aerospace 0.87
Digital Operations Corporation 0.87
ViaSat, Inc. 0.86
United Technologies 0.80
Davidson Technologies 0.80
Altair Aerospace Company 0.73
Visage, Applenet, Inc. 0.67
LRC 0.53
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HPR Statistical Analysis

A year long study was conducted on Payload Operations with an emphasis of charting
performance metrics to measure facility and system readiness as well as responsiveness
to mission systems operations problems that are an integral part of diurnal business. The
data used in the statistical charts and matrices were taken from a document entitled,
“HOSC Metrics/DRD 1016MA-003 (part B)/NASA Contract NNM04AAO7C, May 2004”.
The first chart on the next page charts the HOSC Problems Reports per subsystem
(Commanding, Database, Telemetry, PDSS, Services & Utilities, PIMS and EPC) over a
one-year interval from May 2003 to May 2004. A scatter diagram of EPC (Enhanced
HOSC PC) to PIMS (Payload Integration Management System) is given to see if the
problems arising in these subsystems share a dependency. The subsequent hypothesis
testing inquires into whether or not the average Database HPR exceeds a given threshold
(in this case 50 per year). Both the Student T-Test and Normal Test statistics were used
as a matter of which ever set of valid assumptions could be defended, or promoted by
management, to ascertain their respective validity. Either test accepted the null
hypothesis that the Database HPR tends to average more than 50 per month. The
subsequent hypothesis tests whether or not the PDSS subsystem HPR exceeded 10 per
year with a conclusion to fail to accept this hypothesized notion.
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HPR STATS SHEET |(HOSC Problem Report Statistical Sheet)

May-03| Jun-03| Jul-03] Aug-03| Sep-03| Oct-03] Nov-03] Dec-03] Jan-04] Feb-04] Mar-04| Apr-04] May-04 avg|  std dev|
Commanding 20 25 24 23 28 32 32 27 29 42 46 42 43 31.77 8.34
Database 54 56 60 61 59 60 60 71 75 66 67 66 70 63.46 5.98
Telemetry 79 82 74 70 71 74 74 69 71 72 73 64 63 72.00 4.98
PDSS 29 7 8 8 8 9 11 12 13 13 13 10 12 1.77 5.39
Services & Utilities 46 42 43 37 38 43 49 57 60 55 57 50 50 48.23 7.20
PIMS 19 17 20 23 21 21 23 20 23 21 21 21 22 20.92 1.64
EPC 29 45 66 44 44 75 45 41 53 52 52 40 42 48.31 11.33
average 39.43 39.14 42.14 38.00 38.43 44.86 42.00 42.43 46.29 45.86 47.00 41.86 43.14
std dev 20.12 23.56 23.57 20.49 20.19 23.94 20.10 22.05 22.73 20.43 20.82 19.25 19.20
O 80 .
w 70 -
60 ” .
50 -
40 - MRS X34
30 ®
20 -
10 -
0 \ \ \ \ \
0 5 10 15 20 25
PIMS

III-18




IHypothesis Testing I

1 Does the average Database HPR exceed 50 per year?

54 56 60 61 59 60
50 50 50 50 50 50

t-value: 4.90E-06 accept

Answer: Yes, with a statistical significance at the 0.0001 level
z-value 1.11E-16  accept

2 Does the average PDSS HPR exceed 10 per year?

10 10 10 10 10 10
29 7 8 8 8 9
t-value: 0.278 reject
Answer: No, with a statistical significance at the 0.05 level
z-value 0.500 reject
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Finally, the last series of statistical matrices and charts looks at the monthly percentage changes in open HPR’s , then test the
hypothesis that the average monthly percentage change in the Database HPR exceeds 5% (a management-directed threshold). They
are given on the following pages.

I11-20



MONTHLY PERCENTAGE CHANGE IN OPEN HPR's

May-Jun|Jun-Jul |Jul-Aug |Aug-Sep |Sep-Oct |Oct-Nov |Nov-Dec |Dec-Jan |Jan-Feb |Feb-Mar |Mar-Apr |Apr-May
Commanding 25.00%| -4.00%| -4.17%| 21.74%| 14.29%| 0.00%| -15.63% 7.41%| 44.83% 9.52%| -8.70% 2.38%
Database 3.70% 7.14%| 1.67%| -3.28%| 1.69%| 0.00%| 18.33% 5.63%| -12.00% 1.52%| -1.49% 6.06%
Telemetry 3.80%| -9.76%| -5.41% 1.43%| 4.23%| 0.00%| -6.76% 2.90% 1.41% 1.39%| -12.33%| -1.56%
PDSS -75.86%| 14.29%| 0.00% 0.00%| 12.50%| 22.22% 9.09% 8.33% 0.00% 0.00%| -23.08%| 20.00%
Services & Utilities -8.70% 2.38%| -13.95%| 2.70%| 13.16%| 13.95%| 16.33% 5.26%| -8.33% 3.64%| -12.28% 0.00%
PIMS -10.53%| 17.65%| 15.00%| -8.70%| 0.00%| 9.52%| -13.04%| 15.00%| -8.70% 0.00% 0.00% 4.76%
EPC 55.17%| 46.67%| -33.33%| 0.00%| 70.45%| -40.00%| -8.89%| 29.27%| -1.89% 0.00%| -23.08% 5.00%
May-Jun|Jun-Jul |Jul-Aug |Aug-Sep |Sep-Oct |Oct-Nov |Nov-Dec |Dec-Jan |Jan-Feb |Feb-Mar |Mar-Apr |[Apr-May
3.70% 7.14%| 1.67% 3.28%| 1.69%| 0.00%| 18.33% 5.63%| 12.00% 1.52% 1.49% 6.06%
MONTHLY PERCENTAGE CHANGE IN OPEN HPR's
May-Jun| Jun-Jul| Jul-Aug| Aug-Sep| Sep-Oct| Oct-Nov| Nov-Dec| Dec-Jan| Jan-Feb| Feb-Mar| Mar-Apr| Apr-May avg| std dev
Commanding 25.00% 4.00%| 4.17%| 21.74%| 14.29%| 0.00%| 15.63% 7.41%| 44.83% 9.52% 8.70% 2.38%| 13.14% 0.13
Database 3.70% 7.14%| 1.67% 3.28%| 1.69%| 0.00%| 18.33% 5.63%| 12.00% 1.52% 1.49% 6.06% 5.21% 0.05
Telemetry 3.80% 9.76%| 5.41% 1.43%| 4.23%| 0.00% 6.76% 2.90% 1.41% 1.39%| 12.33% 1.56% 4.25% 0.04
PDSS 75.86%| 14.29%| 0.00% 0.00%| 12.50%| 22.22% 9.09% 8.33% 0.00% 0.00%| 23.08%| 20.00%| 15.45% 0.21
Services & Utilities 8.70% 2.38%| 13.95% 2.70%| 13.16%| 13.95%] 16.33% 5.26% 8.33% 3.64%| 12.28% 0.00% 8.39% 0.06
PIMS 10.53%| 17.65%| 15.00% 8.70%| 0.00%| 9.52%| 13.04%| 15.00% 8.70% 0.00% 0.00% 4.76% 8.57% 0.06
EPC 55.17%| 46.67%| 33.33% 0.00%| 70.45%| 40.00% 8.89%| 29.27% 1.89% 0.00%| 23.08% 5.00%| 26.15% 0.24
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[Hypothesis Testing |

1 Does the average monthly percentange change of the Database HPR exceed 5%?

0.04
0.05

0.07
0.05

0.02
0.05

0.03
0.05
t-value: 0.893 reject

Answer: No, reject at the .05 level

z-value 0.445 reject

0.02
0.05

0.00
0.05

0.18
0.05

0.06
0.05

0.12
0.05

0.02
0.05

0.01
0.05

0.06
0.05

20.00% -

18.00%
16.00%
14.00%
12.00%
10.00%
8.00%
6.00%
4.00%
2.00%
0.00%

Monthly Percentage Change In Database HPR

May- Jun-Jul Jul-Aug Aug- Sep- Oct- Nov- Dec- Jan- Feb- Mar-

Jun Sep Oct Nov Dec Jan Feb Mar Apr

Apr-
May

Comment: The peak percentage changes occur in the 1st and 2nd quarters of the new fiscal year.

And the next statistical graphics and testing attempt to determine if the monthly percentage carryover of Incident Reports
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[Hypothesis Testing |

1 Does the average monthly percentange change of the Incident Reports carryover exceed 5%?

0.10 0.04 0.06 0.07 0.03 0.06 0.05 0.12 0.07 0.05 0.06 0.07 0.02
0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
t-value: 0.150 reject Answer: No, reject at the 0.1 level
z-value 0.025 accept  Answer: Yes, accept at the .025 level

More decision weight should be given to the Z - Test.
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Formulations of New Metrics

The following is a list of Proposed HOSC Metrics:

1.

Create a standard to measure real time Customer Service performance in dollar
amount: CPU, or other processing time equated to “Cost Per Byte”, or “Cost Per
Second” as examples based upon the service entity.

Narrative: This would allow for a dollar measure on amount of money needed to
support additional personnel or materiel to keep the various service areas: telemetry,
commanding, database, PIMS, Web, etc. supported and running without time-
consuming and performance-degrading stoppages. The NASA initiative to reorient
its budgeting and planning to “full-cost accounting”, or “activity-based” accounting
is driving the need to start associating to each service activity some metric that yields
cost of the service product to input into such accounting models. The objective is to
predict amounts of O & S dollars on a given project when negotiating contract costs.

Flowchart per daily hour, or other unit time measure, the volume or capacity of
service flow per HOSC service item, then map these numbers to do statistical
measures: perhaps a multivariate Poisson distribution will allow for the probability of
a given workload at a given time of interest.

Measure the backlog of Lost Cadre Support in terms of dollar per unit-time amount as
well with the focus being what amount of dollars is lost daily, or monthly on services
that are never performed. Lost Cadre Support may be due to system failure, or
software integrity issue, in either case some measure is warranted to systematically
predict the amount of such flow lost, either by interpolation of flow amount per unit
time, or trending benchmarks of activity amounts that lead to a Lost Cadre Support.
The twofold idea is to measure the decrement in profit from lost of providing a
service, or to acquire statistical data to improve the formulation of reliability statistics
such as MTTR (meantime to repair) to better predict when additional support may be
needed to minimize such lost service.

Given Internal Total Service Outages, take each one and parameterize a failure
distribution (from the exponential-parameter family of distributions) such as a
Weibull, or Exponential one to create a sum of distributions with distinctive service
measure (outages per unit time, or dollars) to use to predict future outages in
magnitude or cost accumulation.

Maintain a regular measure of existing HOSC service capacity to actual or predicted
incoming capacity to determine as a preventive plan, where to maximize critical
services availability----to keep equipment and personnel on board to maintain more
cost-effective operations.

Create a mean Incident Reports (ISS only) stat (either percentage or maximum)
beyond which management decisions will be made to allocate available additional
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resources and personnel to maintain service operations at an acceptable standard: this
metric should be categorize (and updated as configurations changes are made) for
each HOSC service and used as a quality performance measure standard, such as, the
number of requests per hour per service for maximum or minimum work processing.

7. Take various metrics, for example, Critical Service Availability, say on a per month
basis, then determine a parameter threshold between operating green, yellow or red,
then run hypothesis tests on whether a monthly average basis if Critical Service
Availability exceed, or not exceed a management targeted threshold for smooth work
flow.

Summary

The Huntsville Operations Support Center which encompasses the Mission Systems
Operations Group will have to reformat its business processes due to the adaptation of the
full cost accounting methodology being systematically implemented at all NASA centers.
This change in daily procedural transactions has led to the requirement of composing a
business plan for HOSC and its payload operations constituents to optimize its striving for a
sizeable share of the projects associated with the new Exploration Initiative conceived by
NASA Headquarters in Washington, DC. This paper summarized the numerical schematics
of a full cost accounting procedure; also, the space industry data base was canvassed to
composed eventually a HOSC competitors matrix to give payload operations an idea of how
to assemble a business plan to rival, or incorporate prospective ventures of competing entities
for NASA futuristic projects to advance its mission into the depth of the cosmos, as well as
guardianship of the planet Earth. Some statistical analyses were preformed on the HOSC
Problem Reports (HPR’s) just to key management to possible issues that could benefit from
new metrics formulation. The latter section contained some suggested new metrics to
characterize future HOSC performance readiness or responsiveness.
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Introduction

Planning is underway for new NASA missions to the moon and to MARS. These
missions carry a great deal of risk, as the Challenger and Columbia accidents
demonstrate. In order to minimize the risks to the crew and the mission, risk reduction
must be done at every stage, not only in quality manufacturing, but also in design. It is
necessary, therefore, to be able to compare the risks posed in different launch vehicle
designs. Further, these designs have not yet been implemented, so it is necessary to
compare these risks without being able to test the vehicles themselves.

This paper will discuss some of the issues involved in this type of comparison. It will
start with a general discussion of reliability estimation. It will continue with a short look
at some software designed to make this estimation easier and faster. It will conclude with
a few recommendations for future tools.

Risk and Reliability

Risk and reliability are very closely related. Risk is defined as the probability that a
system will fail, and reliability is the probability that it will perform as designed. So, risk
is a number that is hopefully close to zero, reliability is a number close to one, and they
are related in that reliability is one minus risk.

Because the reliability of a system is unknown, it is necessary to estimate it. If the
system has already been designed and built in large numbers, it is a straightforward
statistical exercise to estimate the reliability. Simply test the system many times, and
estimate the reliability as the number of times the systems performed as designed, divided
by the total number of trials. This number is referred to as demonstrated reliability.

Point estimates of reliability can be misleading. For example, if a system is tested 1000
times with no failures, the point estimate is that the system is 100% reliable. But this
estimate does not match reality — no system is 100% reliable. It is useful to provide an
interval estimate instead. So, if a system is tested 1000 times with no failures, we can say
with 95% confidence that the reliability is somewhere between 0.997 and 1. A more
common statement is that the reliability is 0.997 with 95% confidence. This is just an
abbreviation. One way to interpret the confidence level is that the probability that the
reliability is in the specified interval is 0.95 — that is, that there is a 5% chance of an error.
The confidence level, paired with the width of the interval, is an indication of uncertainty.
A system that has been tested ten thousand times will have a shorter confidence interval
at the same confidence level than one that was tested one thousand times.

A goal articulated by the Astronaut Office is that the reliability for crewed vehicles
should be 0.999 with 95% confidence. That is, the risk of a member of the crew dying
should be less than 1 in 1000, with a less than 5% chance that the risk is greater. To
verify that level of reliability, the launch vehicle would have to be tested 2995 times with
no failures. This level of testing is highly unlikely for a system so complex and
expensive. The Space Shuttle, for example, has flown 113 missions. Furthermore, the



system was modified several times, so combining those missions into one demonstrated
reliability number is statistically suspect.

Estimating reliability in another way — by testing at a component level and calculating
system reliability as a function of the component reliabilities — yields a number called
predicted reliability. For example, if a system consists of two components, both of which
must function for the system to function, and the components each have a reliability of
0.99, then the system reliability is 0.99*0.99=0.9801. Finding the predicted reliability of
a more complex system requires detailed knowledge about how the system works. This
knowledge can be summarized in fault trees or other diagrams which can then be used to
make the calculation of predicted reliability easier.

As with demonstrated reliability, predicted reliability is more useful if it is reported in
terms of confidence intervals rather than point estimates. Tracking how the confidence
level is affected by the combination of estimates is difficult. For example, if a system has
two components whose reliability are estimated at a 95% level, and the components are
manufactured independently of each other, the system’s confidence level is greater than
0.95*0.95=0.9025, and less than 1-0.05*0.05=0.9975. But this range is quite large, and
different assumptions about the components and their interrelation in the system yield
different values for the confidence level of the system. Because this problem is
complicated, it is common to use simulation to estimate the predicted reliability. This
will be discussed further in the next section.

Demonstrated and predicted reliability numbers are both estimates of an underlying
reliability which is unknown. In fact, however, they measure different quantities.
Demonstrated reliability gives the reliability of a system as built and tested. That is, it is
affected not only by the design of the system, but also by the quality of the manufacturing
process, any issues in storage and transport, and the variables (such as temperature and
human factors) introduced during testing. The uncertainty of demonstrated reliability
number is mainly affected by the number of tests run. Predicted reliability, on the other
hand, is based on the design of the system and any assumptions about other factors
affecting reliability. For example, guidelines for the reporting of figures of merit during a
conceptual study of launch vehicles allow the assumption that the software running the
system is 100% reliable. Also, predicted reliability numbers will, by the nature of the
calculations, not include unanticipated risks. Therefore, there are more sources of
uncertainty in a predicted reliability number. However, in a system that has only been
tested a few times, the demonstrated reliability will be highly uncertain and the predicted
reliability may be more certain. This may lead to the two numbers being combined in a
weighted average that takes into account the relative uncertainties.

Reliability Software

The predicted reliability of systems is often estimated using simulation. Usually, the risk
of a failure in a particular component is calculated, taking into account variables such as
the age of the component, temperature, etc. Then, using this risk, a randomized decision
is made as to whether that component failed. The consequences of such a failure are
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tracked using event sequence diagrams, and a notation is made if the failure of the
component resulted in the failure of the system. This process is repeating a large number
of times, and the proportion of times the system failed is reported. By varying the values
of the input variables according to probability distributions that reflect uncertainty, many
different estimates for system reliability can be made. Then a 95% confidence interval
for system reliability can be estimated by, for example, making the upper endpoint 1 and
the lower endpoint the 5™ percentile of the simulated reliabilities.

The Flight-oriented Integrated Reliability and Safety Tool (FIRST) was developed by
Science Applications International Corp (SAIC) to predict the reliability of launch
vehicles through several figures of merit: the probability of Loss of Vehicle (LOV), Loss
of Payload (LOP), and Loss of Mission (LOM). Loss of Crew (LOC) is also included,
but the definition of this figure of merit has not yet been agreed upon by all the
stakeholders, so it may have to be changed. FIRST started as an Excel and Crystal Ball
model. A user interface has been added and capabilities increased. FIRST also contains
reliability information about many components of launch vehicles. The current version is
FIRST 2.7.3, with version 2.8 to be released shortly.

The main strength of FIRST is that it speeds up the analysis of launch vehicles, which
allows several conceptual configurations to be compared. FIRST has also been used to
determine the effects of design decisions. For example, the decision to add an engine to
allow for recovery if one engine fails (an “engine-out capability”) involves the tradeoff of
increased weight, possibly increasing the number of flights needed to accomplish a
mission, versus the ability to recover from an engine failure. Quantifying what happens
to the LOM figure with and without engine-out capability helps with these decisions.

FIRST was designed to be used by SAIC analysts who understand the estimation
process as well as the inner workings of the software. It should therefore be run by
someone with a lot of reliability experience and training in the software. It should also be
mentioned that the reliability information that FIRST contains for the various engines and
other components each come from different NASA sources and have not been vetted as a
group. Some components — types of engines, for example — are not included, and there is
no simple way to add in a conceptual component. FIRST 2.7.3 does not easily allow for
multistage craft, but this should be added in FIRST 2.8.

There are other software packages available for reliability analysis. Failure Environment
Analysis System — MSFC (FEAS-M) is a physics based system that allows the user to
create trees describing the relationships between different variables and then simulate.
FEAS-M was developed at Marshall Space Flight Center. Quantitative Risk Assessment
System (QRAS) was developed at NASA and is currently being maintained by the
University of Maryland. It was used to perform a probabilistic risk assessment of the
Space Shuttle Program a few years ago. Defect Detection and Prevention (DDP) is a
software package designed by the Jet Propulsion Laboratory to manage implementation
of a reliability system from design through manufacturing.



Commercial software is also available. The spreadsheet Excel and the simulation add-in
Crystal Ball are powerful for their flexibility. The company Reliasoft has several
reliability packages available for different types of analysis. And Relex also has several
software packages that do reliability analysis.

FIRST fills a specific niche in the analysis of launch vehicles. The other software
packages are general and can implement this type of analysis, but are not already set up
to do so. Also, the data about component reliability that are stored within FIRST would
have to be easily accessed to use these packages. It should be emphasized that predicted
reliability estimates from one package should not be closely compared to those from
another package. This is because it is highly unlikely that the two models used the same
assumptions. If it becomes necessary to do such a comparison, effort should be made to
identify differing assumptions.

Conclusion

The estimation of the risk and reliability of launch vehicles is an important task,
especially coming when the vehicles are still at a conceptual stage. This allows designs
to compete not only on a basis of cost and feasibility, but also on risks posed to the crew
and the mission. There are two types of estimated reliability, demonstrated and predicted
reliability. If the system has not yet been built, it is impossible to calculate demonstrated
reliability and it becomes necessary to predict reliability based on that of the components
of the system.

Various software packages are available for this estimation process. FIRST is designed
for the analysis of launch vehicles, while other software packages are available for more
general tasks. All of the software requires the user to be knowledgeable about reliability
analysis as well as the system being analyzed.

An important component of the process of estimating reliability for a system based on the
reliability of the components is to have a database of components available. These data
should contain the best available information on each component as well as estimates for
the certainty of the information stored.
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Introduction

The work involves two areas:
Composites — optimum fiber placement with initial construction of a pressure vessel, and
The general subject of insulation, a continual concern in harsh thermal environments.

Insulation

During a first meeting about insulating materials, a question was asked about fibers for a
resilient insulating blanket. As we (at Auburn) have more than 10 years experience in
the development of high temperature, resilient, insulating batting (Figure 1), I prepared
and presented a lecture on fibrous insulation and the technology of its production. I also
had some crimped carbonaceous fiber at Auburn University, and provided a quantity of
this fiber for use by NASA. That collaboration is continuing.

Since the temperature requirements for materials used by NASA are often substantially
more severe than the testing previously done on the carbonaceous fiber batting (Figure 1),
a test was performed on this batting in a plasma torch located at MSFC. That test burned
through the sample in about 4 seconds (1000 seconds is considered acceptable for the
more severe applications). Even a carbon-carbon composite does not survive the plasma
torch test unless it is coated with a temperature/oxidation resistant coating.

Figure 1. Demonstration of
temperature/flame resistant
carbonaceous batting —

Dr. David Hall, Professor
Emeritus, Textile Engineering,
Auburn University.

A temperature/oxidation resistant material, suitable for use as an adhesive and coating in
the carbonaceous batting was sought. The primary material selected was an
alumina/silicate based binder/coating (Pyropaint 634 AL-L from Aremco Products Inc).
A phenol-formaldehyde resol used in the fabrication of carbon/carbon composites was
also obtained for trial as an adhesive/coating,

The alumina paint is a two component mixture — Part A is reported by the manufacturer
to be a low viscosity suspension of colloidal silica (sol) in water. Part B is an alumina
powder. Mixing instructions suggest three parts powder to one part silica suspension in

VI-2



water. According to the manufacturer, a small amount of the liquid can be added as a
thinner if needed. The major concern with thinning (having too little of the powder) is
the tendency of the silica binder to shrink and crack as it dries. When applying to a
porous material like a batting, there is also a concern that the liquid will be pulled into the
porous batting leaving a pigment rich (alumina) coating on the surface that will flake off
easily. The manufacturer has experience with application of their refractory paint to
porous ceramics and metals, but does not seem to have experience using the materials as
a binder in nonwoven fibrous felts where the paint can penetrate very well and the
pigment may be filtered out to various degrees with the penetration.

Some initial trials were made to see how the coating would perform. First a moderate
density carbonaceous batting was simply painted with the paint, mixed to the
manufacturers specifications. Subsequently attempts were made to saturate the batting
with the paint thinned with water. This approach allows sufficient liquid to saturate the
batting without loading it with excessive binder or pigment, and also without changing
the binder/pigment ratio. As the battings were allowed to dry, some of the binder and
pigment migrated under the influence of gravity to the bottom of the samples. This
appeared to give a coating more on the individual fibers rather than producing a solid
painted surface on the batting. The samples were allowed to dry at room conditions for
25 hours before putting them in an oven at ~300 F for ~ 1 hour. The weight add-on of
the samples was measured and is shown in Table 1. Further experimentation will be
necessary to select the best process and conditions for optimum performance. Samples of
the coated and the saturated felt were tested in the plasma torch to see what if any
improvement in performance is observed.

Samples of the carbonaceous felt were saturated with a phenol formaldehyde resol
dissolved in methanol. The resol was diluted with methanol to allow an easy distribution
of the fluid in the felt. The methanol readily soaks into the felt which essentially behaves
as a sponge for the solution, and could be wrung out just like a sponge or wash cloth
soaked in liquid. The amount of liquid added was limited therefore and the felt simply
dipped in the solution on one side. All the liquid was readily absorbed into the felt.
Subsequently the felt was inverted and squeezed to distribute the liquid binder. The
solids content of the resol solution was not known and initially was not measured. The
weight gain of the sample was measured and results shown in Table 1 — samples 1-5.

Samples 6 — 10 consist of felt treated with an alumina/silicate binder. Samples 2 and 3
(saturated with phenolic resin) were subsequently treated by painting the alumina/silicate
on the surface. Samples 2 and10 were tested in the plasma torch.

Both samples failed at about 100 seconds, more than an order of magnitude better than
the untreated sample, but still well short of the desired time to failure. The sample
bonded with phenolic and subsequently painted with alumina/silicate on the surface
seemed to perform better over the longer time period, indicating the desirability of an
impervious high temperature coating over the whole surface. Some additional tests will
be run to try to improve the thermal resistance.
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Table 1: Glue/resin added to carbonaceous batting

Sample | Resin/Coating Resin on weight of | ~ Density Comments
carbon fiber (%)

number (Ib/ft)

1 Phenolic 21 6.3

2 Phenolic 35 7.0 Coated*

3 Phenolic 37 7.1 Coated*

4 Phenolic 75 8.6

5 Phenolic 165 13.8 Squeezed out
excess

6 Alumina/silicate 147 12.8 Painted on
surface

7 Alumina/silicate 145 12.7 Saturated

8 Alumina/silicate 98 10.3 Saturated

9 Alumina/silicate 218 16.6 Saturated +
painted

10 Alumina/silicate 132 19.0 Saturated

* Subsequently coated with alumina-silica composition

Fiber Placement and Composite Tank

We continued a project begun by Dr. David Beale, to cover an aluminum tank
liner/pressure vessel with braided Kevlar.  Dr. Beale had suggested a braid angle
approaching 50degrees; however, it became obvious that the braided structure would not
lie close to the tank surface in the neck region if that braid angle was maintained.

The initial work undertaken was to learn how to set the machine controls. The two
primary controls are the mandrel speed and the rotational speed of the yarn carriers. The
results of this effort are shown in Figures 2 and 3.

A simple geometric model of the braided structure was developed assuming a circular
yarn cross section and a 65 % packing factor for fibers in the yarn bundles. Using 18
axial yarns of 1000 denier Kevlar and 18 yarns spiraling in each direction, a model was
developed for the size of the braid as a function of braid angle (Figure 4). This model
combined with the graphs below allowed the selection of the machine settings, and the
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settings appeared to be approximately correct — until we began to vary the yarn tensions
on the machine. At that point, the assumptions about yarn shape became obviously

untrue (Figure 5).
Figure 2. Machine setting vs rotational Figure 3 Machine setting vs mandrel
speed speed
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Figure 4: Braid diameter as a function of braid angle — with minimum yarn spacing
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Figure 5. Yarn crossing illustrating flattening of the lower tensioned yarn
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At this point we discarded the model and adjusted the machine by intuition about the
desired result and the adjustments that would achieve it.  The most satisfactory result
was produced by using 18 axial yarns until the tank neck begins to flare outward, then
another 18 axials were added. The axial yarn tensions were significantly higher than the
spiral yarns. A nonwoven Kevlar felt was placed under the braid and an epoxy wetted
carbon fiber layer was placed over the braid (see Figures 6 and 7). The tanks will be
tested by overpressure until failure and with a rifle shot while under pressure. Results
from these tests are not yet available.

Figure 6 Braid and felt covered tank on Figure 7 Covering the braid with epoxy
the braiding machine coated carbon fiber
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Introduction

Advances in micro-fabrication processes have generated tremendous interests in miniaturizing
chemical and biomedical analyses into integrated microsystems (Lab-on-Chip devices). To
successfully design and operate the micro fluidics system, it is essential to understand the
fundamental fluid flow phenomena when channel sizes are shrink to micron or even nano
dimensions. One important phenomenon is the electro kinetic effect in micro/nano channels due
to the existence of the electrical double layer (EDL) near a solid-liquid interface. Not only EDL
is responsible for electro-osmosis pumping when an electric field parallel to the surface is
imposed, EDL also causes extra flow resistance (the electro-viscous effect) and flow anomaly
(such as early transition from laminar to turbulent flow) observed in pressure-driven
microchannel flows.

Modeling and simulation of electro-kinetic effects on micro flows poses significant numerical
challenge due to the fact that the sizes of the double layer (10 nm up to microns) are very thin
compared to channel width (can be up to 100’s of um). Since the typical thickness of the double
layer is extremely small compared to the channel width, it would be computationally very costly
to capture the velocity profile inside the double layer by placing sufficient number of grid cells in
the layer to resolve the velocity changes, especially in complex, 3-d geometries. Existing
approaches using “slip” wall velocity and augmented double layer are difficult to use when the
flow geometry is complicated, e.g. flow in a T-junction, X-junction, etc. In order to overcome
the difficulties arising from those two approaches, we have developed a sub-grid integration
method to properly account for the physics of the double layer. The integration approach can be
used on simple or complicated flow geometries. Resolution of the double layer is not needed in
this approach, and the effects of the double layer can be accounted for at the same time. With this
approach, the numeric grid size can be much larger than the thickness of double layer. Presented
in this report are a description of the approach, methodology for implementation and several
validation simulations for micro flows.

Description of the Sub-Grid Modeling

To enable simulations without resolving the double layer, its effects on the flow can be modeled
using the concept of a { potential near the wall. A body force term, resulting from the interaction
of the C potential and the applied pressure drop, is added to the fluid momentum equations,
written as:

_i+_puju[=——+;+peE. (1)

The last term of equation (1) represents the electrokinetic effect. For streaming potential
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induced by the applied pressure,

ﬂoEi =-U,pP,, (2)
and the local electric charge density, p,, is governed by the Poisson equation
vig=—Le 3)
&g,

In the above equations, p is the fluid density, u; the Cartesian velocity components, p the
pressure, T;; the stress tensor, € the fluid permittivity, 8=1/x the Debye thickness of the double
layer, and A4, the bulk fluid conductivity. Under equilibrium situation, the ion distribution can be
described by the exponential function, then equation (3) becomes the well-known Poisson-

Boltzmann equation. For small surface charge situation investigated in this study, the linearized
form of the Poisson-Boltzmann equation can be used. Equation (3) thus becomes:

Vi =x¢ (4)
with BCs”: {C:CO’ y=0
(=0, y=mo

€ is the potential field inside the electrical double layer and & is the zeta potential.

Equations (3) and (4) will be used to substituted into the last term of equation (1) for the
electrokinetic effect. (We would combine & andg, into one single symbol & in the following

formulation.) Considering the nature of ¢ potential, we analytically integrate the equation (4)
combining with the boundary conditions, along a local wall normal direction to obtain the
distribution:
c=Gpe "~ Q)

Where, y is normal distance to the wall, and ¢, is the value of ¢ potential at the wall. The
electrokinetic source term defined in equation (1) is only applied in a very narrow region near the
wall. We analytically integrate it while neglecting the impact of { potential outside the double
layer, with assumption that the velocity profile within the double layer to be linear, and the
application of Grahame equation [1] relating surface potential to surface charge density, o, the
source term becomes

< 1 1
S=—0o’k—(1-3¢7%)4 6
2 ° 5 (=3¢ ) Au, (6)

Where, V is grid volume near the wall, A is the area of the wall face (see figure 1). The vector S
denotes the momentum source contributions due to the streaming potential effect in different
directions. The shear stress on the wall is calculated as:

: 11 o’ (7)
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ST A Channel Wall

Figure 1. Integration Grid Volume.

In deriving equation (7) we used the relation §= %{ U is cell center velocity of grid near the

wall and uy, is the wall velocity. The wall velocity is zero for a stationary wall. This definition of
the effective distance essentially reduces the apparent wall shear stress, calculated based on the
available information during calculations (i.e. u., uy and J).

The above equations were implemented into ESI-Group’s CFD-ACE+ v2004 “Electro” module.
Due to the sub-grid model nature, the grid system near the wall should be carefully constructed

such that the first cell away from wall should cover the EDL thickness.

Results and Discussion

The model was first compared to the benchmark test case of rectangular microchannel flow of
Ren at al. [2]. Detailed channel dimensions and testing conditions were described in [2]. The
model prediction and the experimental data are shown in Table 1. As discussed in [1], the
electro-viscous effect would be significant when the ionic concentration of the solution is smaller
the 5x10° M. As stated in [2], the data for KCI aqueous solution of 10 M was taken to be the
case without EDL effect. As can be seen from Table 1. The model predictions compared well
(within 5%) with the experimental data.

No EDL No EDL With EDL With EDL

DIUF H20 DIUF H20

dP/dx (10°Pa/m) Re, pred. Re, exp. Re, pred. Re, exp.
2 1.01 ~1.05 0.79 ~0.82
3 1.50 ~1.45 1.20 ~1.25
4 1.98 ~1.90 1.58 ~1.62

Table 1. Prediction and experimental data [2] comparison.

The second test case involved a T-junction micro flow on the Caliper N145 chip. The present
model predicts up to about 40% deduction in flow rate when EDL effect is accounted for, as seen
in Figure 2. Due to the uncertainties introduced by the dye in the experimental procedure for
obtaining velocity data [3], the comparison is qualitative and the model shows correct trend for
this complex micro fluidics system.
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Conclusion

A sub-grid model was developed to account for electro-viscous effect in lab-on-chip
microfluidics system. The model was successfully implemented into CFR-ACE+, and validation
study was performed. The present model predicts straight micro channel flow well and
qualitatively predicts T-junction flow correctly. The electro-viscous effects were found to be
quite significant and reduce flow rate (up to 40% in T-junction flows), when compared to the
classical laminar theory. Further refinement of the model to account for realistic velocity profile
and non-linear Boltzmann distributions within EDL are desirable. Further validations with
carefully designed complex micro flow experiments are also recommended.
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Introduction

Renewed interest in development of advanced high-speed transport, reentry vehicles and
propulsion systems has led to a resurgence of research into high speed aerodynamics. As this
flow regime is typically dominated by hot reacting gaseous flow, efficient models for the
characteristic chemical activity are necessary for accurate and cost effective analysis and design
of aerodynamic vehicles that transit this regime. The LOCI-Chem code recently developed by Ed
Luke at Mississippi State University for NASA/MSFC and used by NASA/MSFC and SSC
represents an important step in providing an accurate, efficient computational tool for the
simulation of reacting flows through the use of finite-rate kinetics [3]. Finite rate chemistry
however, requires the solution of an additional N-1 species mass conservation equations with
source terms involving reaction kinetics that are not fully understood. In the equilibrium limit,
where the reaction rates approach infinity, these equations become very stiff. Through the use of
the assumption of local chemical equilibrium the set of governing equations is reduced back to
the usual gas dynamic equations, and thus requires less computation, while still allowing for the
inclusion of reacting flow phenomenology.

The incorporation of a chemical equilibrium equation of state module into the LOCI-Chem code
was the primary objective of the current research. The major goals of the project were: (1) the
development of a chemical equilibrium composition solver, and (2) the incorporation of
chemical equilibrium solver into LOCI-Chem. Due to time and resource constraints, code
optimization was not considered unless it was important to the proper functioning of the code.

Procedure for the Determination of Equilibrium Properties

The primary objective was accomplished through the modification and incorporation of a "black
box" chemical equilibrium solver for the determination of the equilibrium composition and thus
thermodynamic properties of the reacting flow. This “black box™ solver was written in a generic
fashion to solve any arbitrary mixture of thermally perfect gases. Unlike curvefits of equilibrium
properties which are limited to the specific mixture the empirical data was collected for, the
methodologies can be applied to any reacting flow given a few reference thermodynamic
properties [3]. The equilibrium composition solver solves a set of nonlinear governing equations
comprising NS-NE laws of mass action,

NS N Var
(—SJ ,1=1,NS—NE
1 Ms

MR ' NS P Var
Wi (PJ ) T) = z (Vi,r - Vi,r I<c,r]i[ [Wsj -
r=1 s s

s=1

NE elemental mass constraints,

NS o p.
Wi () = Z Gy By _ Z#& ,1=1,NE
j s=1 M_/ p =0

and either the caloric equation of state

d(p;,T) = ZpJU z')dr+ef}
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or the thermal equation of state

NS
d(p;. 1) =(p)y— 2 P,R,T
j=1

for NS species mass fractions and an additional dependent variable, where NR, NE and NS
represent the number of reactions, elements and species, respectively. The assumption of local
chemical equilibrium means that the complete thermodynamic state can be determined through
the specification of two state variables, specifically for the purposes of the current work as either
a function of density and internal energy, pressure and density, or pressure and temperature. The
caloric equation of state is used for the first situation, and the thermal equation of state for the
latter two. The additional dependent variable is temperature for the first two cases and global
density for the state as a function of pressure and temperature. Newton’s method is employed to
linearize the governing equations which are then iterated upon until convergence is achieved.

Upon convergence, the complete equilibrium composition is known via the species densities as
well as the temperature. Through application of the standard mixture rules, various
thermodynamic properties can be obtained: internal energy, enthalpy, gas constant, pressure, etc.
Further by reusing the Jacobians utilized during the solution process, partial derivatives of
species mass fractions with respect to density and temperature can be obtained. These can then
be used to determine other properties of interest, such as the equilibrium isentropic index and
hence equilibrium speed of sound. Full details of these procedures can be found in [1].

Coupling to the flow solver, simply requires the incorporation of the equilibrium equation of
state module into LOCI-Chem. Whenever thermodynamic properties are required, the flow
solver simply calls for the state defined as a function of either internal energy and density,
pressure and density, or pressure temperature. The complete thermodynamic state is provided as
a ct++ object and can be queried for the desired properties. In addition to the thermodynamic
properties, special derivatives of pressure and specific energy per unit volume with respect to
density and pressure are provided for the flux computation.

Results for the Composition Solver

In order to access the accuracy of the techniques used for the determination of the equilibrium
properties, comparisons were made of results to theoretical and empirical data. Specifically, the
validation study involved the determination of properties for a 17-species air model, with
comparisons of both equilibrium composition and thermodynamic properties for a number of
densities ranging from 1/10000™ to 100 atmospheres, where atmospheric density would be 1.293
kg/m’. A composition plot for the case at approximately 100 atmospheres is presented in Figure
I(a) as seen on the next page. As can be seen there is excellent agreement with the
theoretical results up to a temperature of about 8000K. This is the point at which the mixture is
beginning to ionize. The particular thermodynamic model employed for the species internal
energy is a simple vibrational model whereby ionization energy is not accounted for and hence
the discrepancy. Figure 1(b) shows pressure profiles at constant density as functions of
temperature. Comparisons are made to values obtained from the empirical curve fits of
Tannehill, et al [5]. Again there is excellent agreement up to the point at which ionization
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becomes important. Similar results were obtained for other densities and thermodynamic
properties. The capability of the equilibrium solver to handle arbitrary mixtures was
demonstrated by obtaining solutions of equilibrium composition and thermodynamic properties
using a 6-species hydrogen-oxygen combustion model, the results of which are not shown.

100 T T -
EoON, -—_.__,_,_15
2 00

'_"’—ﬁ:--_,,_ﬁ 5
10k % s

Mole %
mma T
Z
\ g
2
o
N B
g
\ B
\/{
o
o
°
z
o
)
e [M/kg]
- =
T T

°

£ 3

— LOCIChemeg e

@ Theoretical ° F

: ] L — LOCL-Chemeq
T o = L o CurveFit

;A %

! .
X 3 4 6 10 12
T[10K] T[1000 K]

Figure 1: 17-Species Air Results (a) Composition for 100 Atmospheres, and (b) Internal Energy vs. Temperature

01k

Shocktube Solution

After incorporating the chemical equilibrium equation of state module into LOCI-Chem a
demonstration of its effectiveness and utility was desired. This was accomplished by
investigating a simple shocktube problem where the left state was defined with a pressure of 1
MPa and density of 1.00 kg/m® and the right state was defined with a pressure of 100 kPa and
1.00 kg/m’. Results of the shocktube problem are represented with the evolution of temperature
as presented in Figure 2. Looking at the shock wave propagating to the right, it is easy to
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Figure 2: Evolution of Temperature for the Shocktube Problem

recognize the finite-rate values jumping up to the frozen limit and as time progresses, the shock
propagates, the temperature relaxes to the equilibrium solution. This is a well known physical
phenomenon representing the fact that the kinetic energy created across the shock is first
converted to thermal energy and then relaxes through chemical energy to the equilibrium limit.
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Further Work

Results obtained using the chemical equilibrium solver were promising and there was good
agreement with theoretical and empirical data. However, there were some problems that were
noticed. While the finite-rate solution for the shocktube problem required only minutes, the
equilibrium solution required hours. This can be attributed to the lack of good initial guesses
passed to the equilibrium composition solver caused by the lack of a mechanism to save mass
fractions and temperature values from previous iterations in LOCI-Chem. This problem needs to
be addressed in future work. Particular remedies include retaining previous composition
information or even hints towards a good initial starting point based upon ranges of values.

Conclusions

A chemical equilibrium equation of state module has been added to LOCI-Chem. This module
provides a less computationally expensive alternative to finite-rate chemistry while still
providing the capability of modeling reacting flows. This solution methodology has proven to be

accurate, though not necessarily efficient at this point.
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Introduction

The Nonmetallic Materials and Processes Group is presently working on several projects to
optimize cost while providing effect materials for the space program. One factor that must be
considered is that these materials must meet certain weight requirements. Composites contribute
greatly to this effort. Through the use of composites the cost of launching payloads into orbit will
be reduced to one-tenth of the current cost. This research project involved composites used for
aluminum pressure vessels. These tanks are used to store cryogenic liquids during flight. The
tanks need some type of reinforcement. Steel was considered, but added too much weight. As a
result, fiber was chosen. Presently, only carbon fibers with epoxy resin are wrapped around the
vessels as a primary source of reinforcement. Carbon fibers are lightweight, yet high strength.
The carbon fibers are wet wound onto the pressure vessels. This was done using the ENTEC
Filament Winding Machine. It was thought that an additional layer of fiber would aid in
reinforcement as well as containment and impact reduction. Kevlar was selected because it is
light weight, but five times stronger that steel. This is the same fiber that is used to make
bulletproof vests trampolines, and tennis rackets.

A braided structure was chosen because it is conformable to a variety (but not all) of shapes. The
braided structure was manufactured by using the Wardwell Maypole Braider. This piece of
equipment produces a braid by using the same principle as the popular children’s game, “Braid
the Maypole”; hence the name Maypole Braider. In this game children grab ribbons which hang
from the top of a pole. They then move in a circular motion, some to the left and some to the
right. As they meet, they go over the first person and under the second. This creates a braid. The
Maypole Braiding machine has several carriers, which hold the yarn packages, on its front and
the rear. They contain springs, which keep the yarns in constant tension. The carriers (like the
children) on the front of this circular machine rotate. The carriers on the rear do not move. These
rear carriers hold the yarns called axials. The axial yarns are pulled through the front side of the
machine. They are held in a constant position. The carriers on the front of the machine are called
wrapping yarns. They wrap around the axial yarns, thereby creating a braid. All of the yarns are
pulled through a ring to a central location where they interlace, called the braiding point. This is
the point where the mandrel or object being braided on is pushed through. This machine has a
control box with the following controls: start/stop, emergency stop, stop motion on/off, run/jog,
forward/reverse, auto/manual, braider/feeder/braider & feeder, traverse ratio, and master speed.
The forward/reverse button controls the direction that the traverse moves. The traverse is the top
part of the machine which moves in a horizontal direction. The traverse has a lower part that
holds the mandrel after it is pushed through the braid point. The auto/manual button allows
continuous operation of the machine when on auto, but non-continuous when on manual. The
braider/feeder/braider & feeder button controls operation of the braider and feeder
simultaneously as well and non-simultaneously.
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The traverse ratio controls the speed that the traverse moves. The master speed controls the speed
at which the machine braids. Both are unitless.

Figure 1: Wardwell Maypole Braider

Fiber Reinforcements Used for Tankage

Rubber bands were placed on the empty carriers. This was done to disable the stop motion and
allow the machine to run continuously. Some of the rear carriers had to be replaced so that all
eighteen operated by the same roller mechanism. Since the machine had been sitting idle for
months, it was run to remove old surface yarns. Shafts were screwed into the ends of the pressure
vessels and it was pushed through the braiding point onto the traverse. Several trials were done,
but a useable structure was not produced. Some modifications had to be made to the braiding
machine in order to produce a suitable structure. New springs were added to the carriers to
provide better tensioning. Lubricants were applied to the machine so that the carriers released the
yarns properly. The second ring was removed to prevent filaments from forming. After these
adjustments were made the research was divided into three projects. Each project used a different
technique of combining materials for the composite.

In the first project, Kevlar was braided over a bare pressure vessel. This was done to see if it was
best to start the braid on the tank and move down toward the shaft or vise versa. It was also done
to see if any additional adjustments had to be made. Several runs using a different number of
axial and wrapping yarns were done. It was determined that the tightest structure was formed by
using eighteen wrapping yarns in each direction. Eighteen axial yarns were used up until the
point where the tank flares out into a disk shape.

IX-3



This is the section just after the bottleneck of the tank. At this point an additional eighteen axials
were pulled through. This increased the tension in the structure, which resulted in tighter
braiding.

Figure 2: Braiding Over Bare Pressure Vessel

In the second project the vessel was wrapped with felt. The felt was also made from Kevlar. The
felt was applied dry with double-sided tape. Rubber bands were placed on the end of the
bottlenecks to hold the felt ends in place. The structure (also applied dry) was braided over the
felt. Carbon fibers were then wet wound over the structure. The epoxy resin was allowed to cure.

Figure 3: Braiding Over Felt Figure 4: Wet Filament Winding Over Structure

In the third project, the carbon fibers were wet wound onto the tank first. The epoxy resin was
allowed to cure. A layer of felt was wrapped over the cured carbon fibers of one tank. This was
done so that one impact test could be performed with the felt and one without it. This will
determine if the felt aids in impact reduction. The braided structure was applied over this layer of
felt. The braided structure was applied directly on top of the cured carbon fiber for the other
tank. A second layer of carbon fibers was wet wound on top of the braided structure for both
tanks. The epoxy resin was allowed to cure.

Figure 5: Wet winding of carbon fibers
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Testing and Results

Two tests are performed on the pressure vessels to see if they are more efficient with the addition
of the structure. One test they undergo is an impact test. In this test the pressure vessels are shot
with fifty caliber rifles. Observations will be made to see if the Kevlar structure and felt reduces
the impact of the bullet. This test will also determine if the braided structure is useful for
containment of metal fragments when the tank fails. The second test that is performed on these
pressure vessels is a burst test. In this test, the tanks are filled with water. They are then placed
inside of a machine where the pressure is increased to several thousand pounds per square inch
until the tank fails. This test will also determine if the structure is useful for containment. The
bare tanks burst at 1300 psi. The tank with carbon fibers and epoxy resin burst at 7800 psi. With
the addition of the braided structure, the tanks should be able to withstand well over 8000 psi.
(These tests have not been performed yet on the tanks with the braided structure and felt. Some
of them have to be shipped to Utah, so there are no results to report.) The braided structure and
felt material only add 800 grams to the tanks.

Figure 7: Bare tanks fail at1300 psi Figure 8: Tank w/ carbon and resin fails at
7800 psi

Future Applications for the Braided Structure

The structure can be used in future space exploration missions and possibly the return to flight
mission. It can be used to reinforce larger pressure vessels and other tankage. In the case of
meteors or any other debris hitting the tank, it will reduce the impact. If by chance the tanks fail,
it will serve as a safety and protective material by containing the metal fragments from tank.
Possible future applications may include cryogenic research. Any lightweight high strength
material can always aid in furthering the space exploration program. It may also be useful to the
military and Department of Homeland Security to protect tanks containing explosive liquid from
terrorist attacks.

Resources

This project required the use of a braiding machine and Kevlar fibers, which were provided by
the United States Army. Aluminum pressure vessels, carbon fibers with epoxy resin, and a
machine for filament winding were provided by Marshall Space Flight Center. A machine to
perform the burst test was provided by the east testing area employees. The impact test will be
done by engineers in Utah. A digital camera was used to take photographs of the different
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structures. These pictures were used to make observations, an analysis, and to determine the
most proficient structure for this application.

Conclusion

This form of composite material is useful to Marshall Space Flight Center because it provides a
very cost efficient mean of reinforcing aluminum pressure vessels. The material adds very little
weight, but high strength. Therefore, the vessels are more durable and less susceptible to
damage. If anything hits the tank, the structure will reduce the impact. Not only does the
structure serve as a reinforcement and impact reducer, it can be used as a safety and protective
material as well.
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Introduction

The Graphical User Interface (GUI) design using Matlab for Maveric II’s inputs and
outputs and the Maveric II conversion from UNIX to PC is discussed in part 1 of this
project (Page XL-1).

Part 2, which will be discussed in this report, will discuss the development of a Lunar
Cargo Lander (unmanned launch vehicle) that will transport usable payload from Trans-
Lunar Injection to the moon. The Delta IV-Heavy was originally used to transport the
Lunar Cargo Lander to TLI, but other launch vehicles have been studied. In order to
uncover how much payload is possible to land on the moon, research was needed in order
to design the sub-systems of the spacecraft. The report will discuss and compare the use
of a hypergolic and cryogenic system for its main propulsion system. The guidance,
navigation, control, telecommunications, thermal, propulsion, structure, mechanisms,
landing gear, command, data handling, and electrical power sub-systems were designed
by scaling off other flown orbiters and moon landers. Once all data was collected, an
excel spreadsheet was created to accurately calculate the usable payload that will land on
the moon along with detailed mass and volume estimating relations. As designed, The
Lunar Cargo Lander can plant 5,400 Ibm of usable payload on the moon using a
hypergolic system and 7,400 Ibm of usable payload on the moon using a cryogenic
system.

Problem Statement

Develop a vehicle capable of being launched on a Delta-IV Heavy Launch Vehicle which
can land on the moon with the goal of pre-implanting cargo for a new lunar mission.

Consider other launch vehicles capable of inserting a payload into Trans-Lunar Injection
(TLI).

Lunar Cargo Lander Travel

The Delta-IV Heavy Launch Vehicle will transport the Lunar Cargo Lander (LCL) from
earth to TLI. After reaching TLI, the LCL will be released. The LCL will then start its
propulsion system in order to make the first burn from TLI to Lunar Orbit Insertion
(LOI). The LCL will then make its second burn, which is from LOI to landing on the
moon.

Research

Initial research consisted of accumulated data from many sources, including Boeing
engineers, Johnson Space Center, websites, software, and vehicle weight statements from
other flown vehicles. The Delta IV values used for the LOI burn and the Landing burn
were 3609 ft/sec and 6562 ft/sec. The LCL constraints, which is decided by what can fit
in the payload of the Delta-IV Heavy, for the mass was 21,197 Ibm and for the size was
based upon the dimensions shown in the figure below:



19.8-m (65-4t)-Long . 19814 .
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Delta IV-H I o
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dia
!
I 6053 6006 7665
Dimensions in [ a— (238,3) —ra— (240,0)—wm— (301 8) ——w— Payload Encapsulation Plane
! Nose Cylinder Base

The research then continued on into the type of engines that would be used for the
propulsion system. For the Main Propulsion System (MPS), the cryogenic engine and the
hypergolic engine were designed for the LCL in order to compare the results of the two
types of engines. For the other main components of the spacecraft sub-system, which
includes the Reaction Control System (RCS), Legs, Guidance, Navigation and Control
(GNC), Telecommunications (Comm), Command and Data Handling (CDH), Thermal
(Th), Electrical Power (EP), and Structure and Mechanisms (SM), the mass, volume, and
surface area were scaled off of the Apollo Lunar Module, Clementine, Lunar Schooner,
Surveyor, Orbital Maneuvering Vehicle, and Prospector.

Engine Alternatives

The cryogenic system uses an engine that is fed liquid oxygen (LO,) as its oxidizer and
liquid hydrogen (LH,) as its fuel. This system produces a higher performance, but
oxidizer and fuel must be kept at cryogenic temperatures of -270°F and -430°F. Two
specific engines were chosen for the cryogenic system. The first engine is a
Pratt&Whitney RL 10B-2, which supplies a thrust of 24,750 Ibf, an Isp of 465.5 sec, a
mass of 610 Ibm, and an oxidizer fuel ratio of 5.88. The second engine is a
Pratt&Whitney RL 10A3-3A, which supplies a thrust of 16,500 1bf, and an Isp of 444.4
sec, a mass of 310 Ibm, and an oxidizer fuel ratio of 5.88. The RL 10A3-3A was given
consideration since the vehicle weight when it is approaching the moon will be around
9,000 1bm, which does not need the amount of thrust that is supplied by the RL 10B-2.
The RL 10A3-3A is also 300 Ibm less than the RL 10B-2. Therefore, both engines were
considered even though the RL 10B-2 has a higher Isp.

The hypergolic system uses an engine that is fed dinitrogen tetroxide (N;O4) as its
oxidizer and monomethylhydrazine (MMH) as its fuel. The system produces a lower
performance, but the fuel and oxidizer are storable and reliable. One engine was chosen
for the hypergolic system, which is the Rocketdyne RS-72. The RS-72 supplies a thrust
of 12,500 Ibf, an Isp of 338 sec, a mass of 340 Ilbm, and an oxidizer fuel ration of 2.08.
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Lunar Cargo Lander Excel Sheets

After all of the data was found, two excel sheets were created to estimate the amount of
usable payload that the Lunar Cargo Lander (LCL) could put on the moon. One excel
sheet controls the hypergolic system while the other is set up for the cryogenic system.
Both sheets have the same format, but the cryogenic sheet is set up to have a bigger
thermal sub-system because of the cryogenic temperatures. The input needed to run the
sheet is mass before LOI burn (mass initial), delta V for the LOI and Landing burn,
Engine specifications (Isp, Oxidizer/Fuel Ratio, and Thrust), and Tank specifications (for
fuel, oxidizer, and pressure chemical: ullage, density, tank diameter). The excel sheet
then outputs the following general information: mass after LOI burn, MPS propellant
used for LOI burn, mass before Landing burn, MPS propellant used for Landing burn,
mass flow rate, LOI burn time, Landing burn time, Propellant total for MPS and RCS,
Landing weight, weight of Spacecraft sub-systems, usable Payload landed on the moon.
The input also feeds the calculation of all components of the propulsion system by
derived equations to give its mass, volume, surface area, and height. The components of
the propulsion system that are listed are the tanks for MPS and RCS and the tank’s
insulation, anti-vortex, slosh add-in, and engine insulation. The input also feeds the
calculation of the propellant used for the MPS and RCS system. The mass estimation for
the landing gear is scaled off of the Lunar Module and Surveyor. The mass for GNC,
Comm, CDH, EP are scaled off of Clementine and Prospector. The mass estimation for
the Thermal sub-system is scaled off of the Orbital Maneuvering Vehicle. The mass
estimation for the Structure and Mechanism sub-system used several vehicles to scale
from including the Lunar Module, OMV, Surveyor, and Clementine. The figure below
shows a part of the mass estimating relation page:



Spacecraft Sub-system 2937.44

Propulsion 79418
MPS | ! 73018
-Engjine 34984
--Boeing RS 72 (1) 340.00 wehsite
--inzulation 9.84 intros
-Tanks (cylinder) (cortainz MPE & RCS fuel) 28824
--MitiH tank 10270 calculated and intros
--hikiH inzulation 11.62 calculated and intros
--MhiH antivortex 165 calculated and intros
--M204 tank 12296 calculsted and intros
--M204 inzulation 13.38 calculated and intros
--M204 antivortex 318 calculated and intros
--M204 zlosh 0vya calculated and intros
--Helium tank 2332 calculated
--Helium inzsulation = calculated
--metal bladders for MMHEN204 tank 5.00 Clementine
-Walves pipes plumbing fiting 9210 o)
RCS G400
-Thrusters (16) 64.00 Clementine
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THT AT AD

Lunar Cargo Lander Excel Sheet — Future Work

Future work will include adding the same features that the Propulsion sub-system has to
all of the other spacecraft sub-systems, which includes deriving formulas to estimate the
mass, volume, and dimensions for all sub-components featured in the spacecraft sub-
system. Future work will also include the flexibility to have list boxes to choose if it is a
hypergolic system or cryogenic system, lists of engines, and lists for choosing fuels,
oxidizers, and substance used for pressure-fed system. The ability to choose different
sub-components for each sub-system will also be looked into. Power consumption and
Cost estimating relations will also be added. The goal is to have a program that can have
the ability to create an initial design for any launch vehicle needed to go from TLI to the
moon.

Cryogenic and Hypergolic Mass Comparison

The Lunar Cargo Lander Excel Sheet was used to compare the cryogenic system with
two different engines and the hypergolic system. The main emphasis of the sheet is to
find out how much actual payload can be put on the moon based on the delta IV-Heavy
transporting the LCL to TLI. The results were as follows:
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Cryogenic Hypergolic
Engine RL10 B2 RL10 A3 3A RS.72
Propulsion 142215 1131.27 804.05
LG 196.94 175,68 165.23
GNC 441 441 4242
Comm 52 52 50.14
CDH 527 27 5064
Thermal 2Bb.6 2B6.6 235.42
EP 165.7 165.7 158.67
S&M 15316.55 1316.55 1440.93
Total Sub-system 3516.73 3208.6 2350.54
Propellant 11051.95 1143711 13611.56
Payload 7401.35 f354.28 5437.9

The comparison shows that the cryogenic system will put approximately 2,000 pounds
more usable payload on the moon; however, the hypergolic system is more reliable.
When the cost estimation relation is added on, the best system will be chosen. As for
now, the best system is obviously the cryogenic model, which also gives the ability to use
the liquid hydrogen and liquid oxygen residuals as water if needed.

Analysis of 10% changes to the initial mass and delta V for LOI and Landing

For this analysis, the excel sheet gives the min and max for the following:

min max
LOI burn time 138.18 189.52
Landing burn time 161.32 228.63
Sub-system Weight | 2906.17 2963.67
Propellant 11049.22 | 14385.13
Payload on moon 3620.65 6301.86

These values give a range of min and max for the burn times, sub-system weight,
propellant used, and usable payload that will be landed on the moon. This analysis shows
the range that the possible payload could put on the moon for a hypergolic system if
major adjustments are needed during actual creation of the vehicle.

Historical Comparison

A comparison between the sub-systems of the Lunar Cargo Lander and other flown
vehicles was also studied. The Surveyor and Apollo Lunar Module were studied closely
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since they were both lunar landers. The LCL’s sub-systems for propulsion, landing gear,
thermal, and structure and mechanics have nearly the same overall percentage of dry
weight for each of those sub-systems as the LM and the Surveyor; therefore, it shows that
the scaling for those sub-systems can be verified at an initial design level. The LCL’s
sub-systems for guidance, navigation, and control, electrical power, telecommunications,
and command and data handling have a smaller overall percentage of dry weight for each
of the sub-systems as compared to the Clementine, Prospector, and Lunar Schooner;
however, the percentage is less than those vehicles because the electronics has a step
increase thus allowing a larger vehicle like the Lunar Cargo Lander to have the same
weight for the electronics as the smaller vehicles of Clementine and Prospector.

Using other Launch Vehicles

Other launch vehicles were looked at to see if there is a better option to carry the LCL to
TLI than the Delta-IV Heavy. The Titan III was discovered to not be a possibility due to
its inability to have a large enough payload bay to carry the LCL. The Ariane 5 and the
Atlas V (500 series) was discovered to allow the LCL to land around 3,900 lbm on the
moon for a scaled down model of the LCL. The Delta IV-Heavy enables a larger payload
to be put on the moon, but cost estimation is needed in order to accurately say which one
of the three is the best option.

CAD Designs

Three Cad models were developed. Two models were created for the cryogenic system.
One design has the payload on top of the sub-systems with a ladder to it for the astronauts
to climb up to get what is in there. The other design has the payload folding down on the
side of the Lunar Cargo Lander so that access to the payload will be much easier. Entry
doors will be on the sides allowing the astronauts to have walk-in access. The hypergolic
system has the payload contained on the sides sitting next to the sub-systems allowing the
same walk-in access. Detailed cad designs are one of the areas future work will focus on.

Conclusions
The Delta IV-Heavy will transport the Lunar Cargo Lander to TLI where the LCL will
transport 5,400 1bm of usable payload using a hypergolic system and 7,400 Ibm of usable

payload using a cryogenic system from TLI to the moon.
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1. Introduction

Future NASA missions will require the collection of an increasing quantity and
quality of data which, in turn, will place increasing demands on advanced sensors and
advanced high bandwidth telemetry and communications systems. The capabilities of
communication and telemetry systems depend, among other factors, on the stability,
controllability and spectral purity of the carrier wave. These, in turn, depend on the
quality of the oscillator, or resonator, or the Q of the system. Recent work on high Q
optical resonators has indicated that the Q, or quality factor, of optical microsphere
resonators can be substantially enhanced by coupling several such resonators together.'”
In addition to the possibility of enhanced Q and increased energy storage capacity, the
coupled optical resonators indicate that a wide variety of interesting and potentially
useful phenomena such as induced transparency and interactive mode splitting can be
observed depending critically on the morphology and configuration of the
microresonators. The purpose of this SFFP has been to examine several different coupled
electromagnetic oscillator configurations in order to evaluate their potential for enhanced
electromagnetic communications.

2. Coupled LRC circuits

The first such configuration examined was that of three capacitively coupled LRC
circuits as shown in Figure 1.

R; R> R;
—\AN/ "N "N\

Vs

L
J\j_ 3 =—=C 2 =G, 1

YY1 N | Y |
1 M I'—
L3 C3 L2 C |_| C1

Figurel Circuit diagram for three capacitively coupled LRC circuits

In this configuration a driving oscillator, connected to circuit 3, produces a
voltage input designated as Vs. A general analysis of the voltages and currents in the
three circuits was derived for arbitrary values of the inductances L;, L,, and Lsj,
resistances, Rj, Ry, and Rs, circuit capacitances, C;, C,, and Cs, and circuit-to-circuit
coupling capacitances Cj,, and C,3. It was determined that when the inductances and
capacitances are adjusted so that the resonant frequencies of the three individual circuits
are the same the coupled circuit displays three separate resonances, one at the common
resonant frequency and one higher and one lower frequency split-off resonance. Figure 2
shows the stored energy in each of the three circuits as a function of oscillator frequency
for a given selection of circuit parameter values.
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Figure 2 Energy, in micro-Joules, stored in each of the three coupled LRC circuits as a
function of the oscillator frequency, ws, in Hz, for the following values of the circuit
parameters: L; =L, =Ls= 1 mH, Ry =R, =R3=1Q, C; =1/6.5 uF, C, = 1 uF, C; =
1/6.5 puF, C, = 1/5.5 pF, and Cy3 = 1/5.5 pF and a driving voltage of 1 V RMS.

Figure 2 clearly shows this resonance splitting. The upper, middle and lower
figures show respectively the average energy stored in circuits 1, 2, and 3 as a function of
frequency. The central resonance is at the common circuit frequency which for the
chosen circuit parameters is 109.54 kHz. For the same values of L and R a single LRC
circuit tuned to any of the three frequencies shown, driven with 1 V RMS would store
500 wJ of energy, considerably larger than that of any of the three circuits at any
resonance. A single circuit would have a Q of ®wL/R which at the center frequency is
109.45. In the present case where we have chosen L; = L, = Lyand R; = R, = R3 the Q of
all three resonances of the three coupled circuits will also be given by ®wL/R and will thus
be the same as that of a single circuit at each of those frequencies. If the L/R ratios for the
three circuits are different, the Q values for the coupled circuit resonances will always be
smaller than that of a single circuit with the largest value of L/R. If ®;;, ®22, and w33 are
the resonant frequencies of the individual circuits given by

, 1(1 1 , 11 11 , 1 (1 1
o, =—|—+— |, 0 =—|—+—+— |, 05 =—| —+—| (1)
L 1 Cl Cl 2 L 2 C2 Cl 2 C23 L 3 C3 C23

1 1
wh=——r L @
L1L2C12 L2L3C23
are the resonant frequencies associated with the coupling capacitors, the resonant
frequencies of the three coupled circuits are given by

and

4 _
,and oy, =

2 2 2 2v, 2 2 2 2\ 4 2 2\ 4
(0, — 0" )@y, —0" )0 —0°) = (0, — 0" )wy; + (0 — 0wy, . (3)
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The sum of the three solutions to equation 3 are related to the three individual resonant
frequencies by

Za)iz = a)lzl + 0)222 + a)323 . 4)
Similarly, if we designate the loss factors for the three separate circuits by y;;, y22, and

v33, then the loss factors for the three resonances are related to those of the individual
circuits by

Z7i:711+722+733» (5)

where Yii = Rl/Ll

It can also be readily shown that the three loss factors, y;, all lie between the
minimum and maximum values of the y;. Therefore none of the resonances of the three
coupled LRC circuits will have a loss factor less than that of the value for the least lossy
of the individual circuits, and thus the coupled circuits will not have a Q larger than that
of the highest Q individual circuit. In addition, it can be shown that the sum of the total
energy that can be stored in all three circuits together at all three resonant frequencies is

equal to the energy that can be stored in a single circuit with the same values of L and R.

Figure 3 is a plot of the stored energy in each of the three coupled circuits as a function of

the coupling capacitance keeping the center frequency constant.
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Figure 3 Plot of the energy stored in each of the three coupled circuits as a function of the
coupling capacitance with the center frequency held constant. The parameters are the

same as in Figure 2 except that 1/C}; is allowed to vary keeping (//C;,+1/C>3) constant at
the value of Figure 2.

The upper, middle and lower plots in Figure 3 show the stored energy in each of
the three circuits at the lowest, center and highest resonant frequencies respectively. (The
plot shown in Figure 2 corresponds to a coupling capacitance in the middle of Figure 3.)
Figure 3 shows that for small values of 1/C;,, which correspond to large values of 1/Css,
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more energy is stored in circuits 2 and 3 than in circuit 1. This can be understood if one
considers that the strength of the coupling between the circuits is proportional to the
inverse of the respective coupling capacitances. Thus the left hand side of Figure 3
corresponds to strong coupling between circuits 3 and 2 but weak coupling between
circuits 2 and 1. Thus one would expect that the bulk of the energy would be
concentrated in circuits 3 and 2 as seen in Figure 3. Furthermore it is seen that there is
virtually no energy in the central resonance at low values of 1/Cj,. In this region of the
plot the tri-circuit configuration is behaving as though there were only two circuits
connected and circuit 1 is effectively isolated. When two circuits are coupled the
resonance splits into two, one at higher and one at lower frequency than that of the
original circuits. This is exactly what is happening here. Similarly the right hand side of
Figure 3 corresponds to weak coupling between circuits 3 and 2 but strong coupling
between circuits 2 and 1. Thus on the right hand side of Figure 3 all of the energy is
stored in circuit 3, which is behaving like a single circuit with a resonance at the center
frequency. Very little is coupled to circuits 2, and 1 and all of the energy is in the center
frequency resonance.

Figure 4 is a plot of the total energy stored in all three coupled circuits as a
function of the coupling capacitance. Figure 4 shows that the total energy that can be
stored in all of the coupled circuits together at all frequencies together is independent of
the coupling capacitances and equal to 500 pJ, which is that of a single circuit with the
same loss factor as the individual coupled circuits.
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Figure 4 Total energy stored in all three coupled circuits as a function of the coupling
capacitance and the sum of these for the three resonant frequencies.

Again Figure 4 shows that when the coupling between circuits 1 and 2 is weak,
and the coupling between circuits 2 and 3 is strong, left hand side of Figure 4, virtually
all of the energy, which is concentrated in circuits 2, and 3, is in the higher and lower
split-off resonances with very little in the center frequency. Likewise at the right hand
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side of Figure 4 where the coupling between circuit 3 and circuit 2 is weak, all of the
energy is in circuit 3 and at the center frequency appropriate for a single circuit.

The conclusion of this section of the work is that although coupled LRC RF
circuits evidence a splitting of the resonant frequency into as many branches as there are
coupled circuits no enhancement in energy storage capacity or improvement in Q occurs.
We have already seen that such enhancements and improvements do occur in the case of
coupled ring resonators' ™.

3. Coupled optical resonators

The next investigation undertaken was that of coupled optical Fabry-Perot cavities
and optical ring resonators. The mathematical analysis of the Fabry-Perot and optical ring
resonator situations is essentially identical. In the following we will refer to these
generically as coupled optical resonators, dropping the distinction. The principal
difference between coupled optical resonators and coupled LRC circuits is that the
wavelength of the oscillation can not be ignored in the case of the optical resonators
while it can be, and is, ignored in the case of the RLC circuits. All dimensions in the LRC
circuit are considered to be small compared to the wavelength of the resonant frequency.
In the above case that wavelength is approximately 3 km. So long as this is very large
compared to dimensions of the circuits the analysis should be valid. In the case of the
optical resonators the element dimensions are comparable to the wavelength of the
oscillation and the resonator dimensions as well as the other resonator parameters will
control the behavior of the coupled elements. Figure 5 is a representation of three coupled
Fabry-Perot structures.

E() ET

Er

I3 1§) I To

Figure 5 Diagram of triply coupled Fabry-Perot cavities

In Figure 5 electromagnetic energy is incident from the left as Ey. A portion of
that energy is reflected from mirror 3, with reflectance r3, as Eg and a portion transmitted
to mirror 2 and so forth. If none of the mirrors are perfectly reflecting there will be
transmitted energy represented as Et. The analysis of coupled Fabry-Perot structures, as
the one shown in Figure 5, must take into account not only the magnitude and phase of
the reflected and transmitted energy at each mirror but also the optical path length of each
cavity. The analysis proceeds virtually identically to that in reference 1 for the ring
resonators. The following analysis applies to coupled optical ring resonators as well as to
coupled Fabry-Perot resonators and we will adopt the language of the optical resonators.
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The analysis pertains to the Fabry-Perot coupled resonators as well. In the following we
will emphasize the differences between this work and that of reference 1 as well as our
conclusions.

The first difference between this work and that of reference 1 is that the optical
reflection coefficients are allowed here to be complex whereas in reference 1 they are
considered to be real. In general one can write the complex reflection and transmission
coefficients as r = r,e'” and ¢ =¢,e'” . An analysis of the reflection determines that 7 and ¢

can be written as

r=r; tir,-t, and t =1, Fit,r, (6)
where 7y and ¢y are real and positive. It is easy to show from this that
g =¢ tr/2. (7)

In reference 1, ¢ is set equal to 0, and ¢ =r/2so equation 7 is preserved but r is

considered to be real. Fortunately one can absorb the phase shift of the reflections in the
phase related to the cavity optical path length so that none of the results in reference 1 are
negated so long as one remembers that these phase shifts are included in the path lengths.
In the remainder of this report we will follow the notation in reference 1 in which r and ¢
are real and the relationship expressed in equation 7 is incorporated directly in the
equations.

The second difference is that reference 1 considered primarily optical cavities of
the same size and thus the same phase shift. This results in a large splitting of the optical
cavity modes, similar to the case of the coupled LRC circuits, which is a major
conclusion of reference 1. Reference 1 also examined the amplification, or magnification,
of the optical energy which can occur when multiple cavities are appropriately coupled.
This result represents a significant difference between coupled optical cavities and
coupled LRC circuits where no such magnification is observed. However, because only
coupled cavities with the same phase shift were considered, reference 1 observes
somewhat limited enhancement in the cavity resonance Q and energy storage capacity
particularly for even numbers of coupled cavities. It was determined in this work that
higher O and larger energy storage can be achieved by introducing a m phase shift
between the cavities. Nevertheless it was also determined that Q and energy storage is
still largest for a single optical cavity provided that optimum cavity size and coupling
reflectivity can be achieved. However, in the case where these optimum factors can not
be achieved it may be possible to achieve larger energy storage in coupled cavities and a
larger O than can be achieved in a single cavity. This is another, and quite significant,
difference between the results of the analysis on coupled optical resonators and LRC
circuits.

We will start with the analysis of a single optical resonator. Consider in Figure 5
that the configuration consists of a single cavity, sections 3 and 2 don’t exist, and that
ro=1 so no energy is transmitted. The ratio of the optical power stored in cavity 1 to the
incident power is given by
tra;

M, = )

(1-ra,)’ +4na, sinz(é)
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where ¢, is the transmission and 7 is the reflectance of the first mirror, a; represents the
possible loss in the first cavity, a; = 1 for a lossless cavity, and ¢, is the round-trip phase

change in the cavity. The maximum energy stored occurs at the maximum value of M,
which occurs at¢ = zm . In this case

_(-r)a]

Ilmax ~— (1—7"1611)2 (9)
and
O :ﬁ (10)

(1-na)
where tf = l—rl2 . If the value of | can be adjusted, the optimum values of M, and Qi
are obtained when r; = a;. In this case

2
a
M, =—"1 11
1lopt (1 _ alz) ( )
and
a,
= 12
Qllopt (1 al ) ( )

It turns out that this is the best that can be done when the magnification and Q factors are
limited purely by the cavity losses. If, however, the limitation is due in part to a limited
reflectivity then enhanced magnification and improved Q can be obtained through the use
of multiple cavities. This is shown quite convincingly in reference 1. Reference 1 shows
that greatly enhanced values of magnification can be achieved particularly for odd
numbers of coupled resonators. This is due to the fact that reference 1 considers zero
phase difference in the optical path lengths of the coupled cavities.

In the present work we will consider two coupled cavities as basically most of the
effects can be seen in this configuration. In this case simply consider that cavity 3 in
Figure 5 is missing and again that ro = 1. For two cavities equation 8 becomes rather
more complicated. Considering the magnification achieved in cavity 1 of a two-cavity
coupled system one obtains, instead of equation 8

2,2 2
M, = Lt a,a (13)
A+ Bsin (¢1)+Csm (¢2j+Dsm (¢‘ ¢2)+Esin2(¢‘;¢2)
where
A=[(1—r1al)+r2a2(a1 _’”1)]2
B=4r1a1(1+r22a22)
C=4rlr2a2(l+a12) i

D =-4r,a,aq,
E =-4r’r,a,a,
For the magnification achieved in cavity 2 of a two-cavity coupled system we obtain
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t;a; {(a1 —7)° +4na, sin (¢1 ﬂ
A+ Bsin (¢1)+Csm (¢2j+Dsm ((é‘ ¢2J+Esin (¢‘ ¢2j

For¢g, = ¢ equations 13 and 15 simplify somewhat. Figures 6 and 7 are plots of the

M, = (15)

values of M, and M, as functions of ¢, , where ¢, = ¢, showing the expected resonance
splitting. The magnitude of this splitting is a function of the various cavity parameters.
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Figure 6 Value of M;; versus ¢, for ¢, =4, . In this plot we have used »; =, = 0.9, and
a; = a; =0.999.
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Figure 7 Value of M, versus ¢, for ¢, = ¢ and the same parameters as in Figure 6

The magnitude of the phase shift is given by

XI-9



n(a, +na,)(1+na,a))

(16)

cosg= 4r,a,a,
As the right hand side of equation 16 approaches 1 with increasing values of reflectance,
the two resonances merge into one at ¢ =2zm . For larger values the resonance remains at
¢ =2m . In this situation M, becomes
2,2 2
(for ¢, =¢,) . (17)

L haa,

2
[-an)+ayr,(a,-1)]
Again we can examine the optimum value of M;; by maximizing with respect to 7, and 7.
This results in 7 = a; and , = 0 in which case

21max =

2
a,4a,
= =M, . -a, . (18)
210, 110, 2
e
Since a, <1M,,,, <M
equal to one, equation 17 becomes

_(+n) (-1)

110 - Furthermore if we ignore cavity losses by setting a; and a»

= for = 19
21max (1_7'1) (1+V2) ( ¢2 ¢1) ( )
whereas for the single circuit, under the same circumstances we would have
l+r
llmax — ( 1) . (20)
(I=r)

This is the same result as that obtained in reference 1 where the ratios continue to invert
from cavity to cavity so that, for example
o = 0 ) A2r2) QH5) (g g, = ) @)
(-r) d+r) (1-r)
etc. It should be noted, however, from equations 11 and 18, that the optimized
magnification for the lossless case is infinite.
If we do not set ¢ =¢, we get different results. For example, if we set

@, = ¢, + r and plot equations 13 and 15 versus ¢, , we get the results shown in Figures 8
and 9 using otherwise the same cavity parameters as in Figures 6 and 7. In this case we
see that for M5, and M>, there is no splitting of the resonance and that the magnitude of
the =Oresonance for M,; in Figure 8 is considerably larger than that of the split

resonances in Figure 6. Forg, = ¢ + 7 the expression for Mrimax In equation 17 is

changed to

2,2 2
Lhaa,

[(1-an)-a,r,(a, -]

and the expression for Myymax in equation 19 is changed to
2a2(a —r)?
M22max = 2a2 (al rl) 2 (for ¢2 = ¢1 +7 ) (23)
[-an)-ayn,(a,-1)]
Note that the only change is in the sign of a,», which, however, as we will see, makes a
big difference. Nevertheless, if we again optimize M;imax by maximizing with respect to

r; and , we get the same results as we did for equation 17, namely equation 18 and a

(for ¢2 = ¢1 +7) (22)

21max =
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single circuit is still superior. However, the results for the lossless case with limited 7|
and r, are significantly different. Equation 22 becomes
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_(+n) (+n)

= for ¢, =g +7 24
21max (l—l"l) (1—1"2) ( ¢2 ¢1 ) ( )
and equation 23 becomes
I+r
2max 2 . (for ¢2 :¢1 +7Z.) (25)
I-r,

Each additional cavity adds to the magnification of M max if this relative phase relation is
continued.

We can use equations 22 and 23 to calculate the values of M5 max and Moomax. This
results in Mpimax = 254.63 and Maomax = 13.13 in good agreement with Figures 8 and 9.
These can be compared to M|imax = 18.64 given by equation 9 and the same parameters.
If instead we were to use the lossless equations 24 and 25 we would obtain M . = 361
and Momax = 19 and equation 11 gives M|jmax = 19.

As can be seen, the magnification is greatly enhanced by the addition of a second
resonant cavity so long as the parameters are not optimized. It is also useful to determine
the effect the addition of a second cavity has on the quality factor, Q. Examination of
Figures 8 and 9 indicate that O can be quite large. The value of Q corresponding to

M 1max 18 given by
_ \/’”1(5%(1+azzrzz)_azrz(l+a12))+4’”2alaz

O ((1 —an)—a,r(a, - rl)) (for ¢, =g, + 7). (26)

With a; = a; = 0.999 and r; = r, = 0.9 as above, equation 26 gives (O, = 143.7 compared
to a value of Q;; from equation 10 of Q;; = 9.40. For the same values of reflectivity, the
lossless cases give O, = 171.0 and Q;; = 9.49. And, as for the magnifications, the quality
factors, O, can be greatly enhanced for the two-cavity structure over that of a single
cavity. However they remain below those of the optimum values for a single cavity with
a loss factor of 0.999. For this case we would obtain Mo = 499.25, Qiiope = 499.75,
given by equations 11 and 12 respectively, and M>jqpe = 498.75, and Oa1ope = 499.75 given
by equations 22 and 26 respectively. Values are collected in Table 1. (for ¢, =¢, + 7)

M, Osi M, 011
Given Values 254.63 159.63 18.64 9.40
Lossless 361.00 174.28 19.00 9.49
Optimum 498.75 499.75 499.25 499.75
Table I

It is useful to attempt to get some insight into these results. First, for the case
where we consider thatg, = ¢,, we see that the single-cavity resonance is split into two.

This is similar to what one experiences in the case of two coupled LRC circuits. In the
case of two identical coupled LRC circuits the higher and lower frequency resonances
correspond respectively to in-phase and out-of-phase coupling through the coupling
capacitor. When the coupling is out of phase, which occurs for the lower frequency
resonance, currents in the two circuits flow in opposite directions through the coupling
capacitor, and no total current flows through this capacitor. In this case no voltage
appears across the capacitor and this capacitance is effectively eliminated from the
circuit. As the capacitors are in series, the elimination of one increases the overall
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effective capacitance lowering the resonant frequency. The opposite is the case for the
higher resonance where the coupling is in phase, the coupling capacitor is effectively
included twice in series so the overall capacitance is lowered and the resonance
frequency is raised.

In the case of the coupled optical cavities there is an effective n/2 phase shift in
transmission through the cavity-to-cavity coupling as indicated in equation 7. Cavity-to-
cavity transmission in the in-phase resonance essentially goes through this coupling
interface twice increasing the effective overall optical path length and reducing the
resonant frequency. The out-of-phase resonance essentially does not go through the
coupling interface at all reducing the effective overall optical path length and increasing
the resonant frequency. Let us re-examine equation 16 for the line splitting. Equation 16
indicates that the line splitting vanishes as the reflectances become large, and
consequently as the transmission through the coupling interfaces becomes very small. In
this case the resonators are only weakly coupled and very little of the energy goes
through the coupling interface. Little of the energy suffers the phase shift due to
transmission and the splitting vanishes. In the opposite extreme as the reflectances
become very small virtually all of the energy goes through the coupling interface and the
splitting becomes very large and can approach . In this case the difference in phase shift
between the in-phase resonance and the out-of-phase resonance cases is twice m/2 or m as
given by equation 16. The interference between the waves results in a limitation on the
magnification such that the resonant magnifications for two coupled resonant circuits are
about the same as for a single resonant cavity with the same parameters.

In the case where @, = ¢, + 7 the waves are shifted by /2 during each half-circuit

so the waves are effectively out of phase with each other by /2 and do not constructively
or destructively interfere resulting in no splitting. This lack of interference and splitting
allows for the greatly improved magnification and cavity Q.

4. Conclusions

In this work we showed for the LRC case that coupling two or more resonant circuits
together can result in resonant line splitting and that electromagnetic energy can be stored
in any of the coupled circuits, depending on the circuit parameters, but that no
enhancement in the magnitude of either the stored energy or the Q of the resonance can
be achieved over that of a single resonant circuit. In this case the circuit resonance
frequencies only depend on the circuit parameters namely the values of the circuit
inductances and capacitances. In the case of the coupled optical cavities we can also
observe resonant line splitting and that electromagnetic energy can be stored in any of the
coupled cavities. In contrast to the LRC case, we can also get a substantial enhancement
of the magnitude of the stored energy and the effective cavity Q over that of a single
resonator provided these factors are limited by the coupling between the cavities.
However, when this coupling can be optimized we see that the energy storage and Q of a
single cavity is superior to that of the coupled cavities. The advantages of the coupled
resonators come in their ability to show line splitting, enhanced energy storage, and high
0O even when the cavity-to-cavity coupling is limited. Under these circumstances one
should also be able to obtain reduced laser thresholds through the use of coupled optical
cavities wherein at least one of them displays gain.

XI-13



ACKNOWLEDGMENTS

I would like to sincerely acknowledge and thank NASA for the support of the
SFFP program. I would also like to sincerely thank the Marshall Space Flight Center and
Dr. David D. Smith for the opportunity of working on this very interesting research
program. The time has been far too short and has passed far too quickly. Moreover my
special thanks go to Mr. Hongrok Chang without whose support and help far less would
have been accomplished. Mr. Chang has been a constant companion in this work
checking my calculations, making those of his own, and providing excellent advice as to
how to proceed; and, not the least, creating all of the figures in this report.

REFERENCES

1. Smith, David D., Chang, Hongrok, and Fuller, Kirk A., Whispering-gallery mode
splitting in coupled microresonators, J. Opt. Soc. Am. B 10887 (2003)

2. Smith, David D., Witherow, William K., and Fuller, Kirk A., Coupled-Resonator-
Enhanced Sensor Technologies, NASA MSFC Center Director’s Discretionary
Fund — FY 2003, Project Number: 03-17.

3. Rosenberger, A. T., and Naweed, Ahmer, Induced Transparency and Related
Effects in Coupled Whispering-Gallery Microresonators, to be published.

XI-14



2004

NASA FACULTY FELLOWSHIP PROGRAM

MARSHALL SPACE FLIGHT CENTER

THE UNIVERSITY OF ALABAMA
THE UNIVERSITY OF ALABAMA IN HUNTSVILLE
ALABAMA A&M UNIVERSITY

ENHANCEMENT AND ANALYSIS OF
REAL-TIME RADIOGRAPHY IMAGES

Prepared By:

Academic Rank:

Institution and Department:

NASA/MSFC Directorate:

MSFC Colleague:

XII-1

Dr. Edward R. Doering
Associate Professor

Rose-Hulman Institute of Technology
Electrical and Computer Engineering

Engineering (ED32)

Dr. Sam Russell



Introduction

Shuttle Redesigned Solid Rocket Motor (RSRM) nozzle interiors fabricated from carbon
phenolic composite exhibit “ply lift” when hot fired. The composite surface is smooth when
fabricated, but the individual plies separate and lift away from the surface when exposed to high-
temperature and high-pressure exhaust gas. Figure 1 shows a cross section of a post-fired
composite in which ply lift is evident as dark fissures. Surface charring is also visible as a darker
band about 0.2 inches thick. Charring is normal, but ply lift is not desirable since the fissures
could possibly initiate an abnormal exhaust path from the RSRM. The underlying mechanisms
of ply lift are under investigation as part of the Shuttle Return-To-Flight Program.

Figure 1: Cross section of post-fired carbon phenolic composite.

Subscale solid rocket motors are used as a cost-effective way to simulate actual hot firing of the
RSRM. The Solid Fuel Torch (SFT) subscale motor is specifically designed to evaluate RSRM
materials. The output of the SFT is channeled through a convergent cone fabricated from carbon
phenolic composite. Real-time radiography (RTR) of the cone interior during hot firing permits
direct observation of ply lift dynamics over time, thereby providing information to validate
analytical models of the ply lift process. Key information to extract from the image sequence
includes:

time when ply lift is first detectable,

minimum detectable length of the ply lift crack,

charring depth over time,

charring depth as a function of position along the cone, and
lift height over time.

Nk W=

The RTR setup was optimized to minimize geometric unsharpness and to maximize contrast. The
ply lift and charring processes are visible to experienced radiographers, but photon counting
noise and low contrast obscure the ply lift indications for the casual observer. Moreover,
quantitative measurement of phenomena such as charring depth versus time would be tedious if
done manually, since the typical RTR image sequence is 300 to 400 frames long. Thus, the goals
of this project are two-fold:

1. Enhance the RTR image sequence to facilitate human interpretation, and
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2. Analyze the RTR image sequence to extract quantitative information such as ply lift
height as a function of time.

Enhancement of RTR Image Sequence

A Pantak X-ray source and a Varian 2520 flat panel amorphous silicon detector image the cone’s
interior. The source operates at 160 kVp and 4 mA. Frames are captured at approximately 8
frames per second, with a total sequence length of 30 to 40 seconds. Figure 2 shows a frame
from the post-fire image, where crack-like lines indicate ply lift and the band of lighter intensity
indicates charring and ply lift. Pressure and temperature sensors and associated wiring are visible
in the center of the cone.

Figure 2: RTR image of cone interior.

The X-ray source intensity fluctuates somewhat, causing a global variation in the mean value of
each frame. A region of interest (ROI) was selected at the edge of the image away from the ply
lift and charring region. The mean value of the ROI was found and subtracted on a frame-by-
frame basis. Removing this fluctuation reduces visual flicker in the final contrast-enhance image,
and also improves reliability of intensity thresholding-based feature detection.

Frames are captured in “raw mode” to maximize the frame rate flat panel detector, so darkfield
correction must be applied as a post-processing step. Frames acquired after the X-ray source was
shut off are averaged to estimate the fixed-pattern noise of the detector. This “darkfield” image is
subtracted from all frames before further processing.

Photon counting noise is reduced using a running average of four frames, equivalent to a time

window of 0.5 seconds duration. Image signal-to-noise ratio increases byx/ﬁ , where N is the
number of frames, but temporal blurring also increases with increased frames. Four frames were
selected to balance noise reduction against temporal blurring.

Image subtraction is used to highlight any differences that appear after hot firing begins. Frames
captured just before firing were averaged to minimize noise and used as the reference
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background image, which is subtracted from each frame in the sequence. Figure 3 shows the
resulting difference image after contrast stretching, with the plylift cracks and charring region
now clearly evident.

Charring

Ply Lift

Figure 3: Enhanced RTR image showing ply lift and charring

Analysis of RTR Image Sequence

The first frame of the difference sequence is a zero-mean Gaussian noise field with standard
deviation of o intensity levels. Thresholding the image at +9 o clearly delineates the plylift
cracks, while thresholding at +2 o shows the charring. The interior edge of the convergent cone
becomes detectable at two seconds.

The charring region was isolated by rotating to correct for the angle of the interior cone
boundary, cropping the image, and thresholding to create a binary image. The thickness of the
charring region can then be observed as a function of position in the cone and as a function of
time. Figure 4(a) plots the boundary position as a function of time.

The intensity of the cone interior gradually increases with time which indicates a reduction in the
mass attenuation coefficient of the material. Figure 4(b) plots the intensity normalized to the
starting value. The plots in Figure 4 show a similar trend, indicating that perhaps either
measurement technique could be used to estimate char depth.
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Figure 4: Char depth versus time for (a) edge tracking and (b) intensity increase.

The ply lift boundaries on the cone interior wall were isolated by an edge tracking algorithm, and
the total reduction of the cone’s inner diameter over time was measured. Dividing by two yield
the average ply lift height as plotted in Figure 5. The reduction begins at 2 seconds, and then
increases quickly to a plateau at 15 seconds. The ply lift process is noticeably more abrupt in
comparison to the charring depth plots of Figure 4.

RTR4: Average Ply Lift Height
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Figure 5: Average ply lift height versus time.

Conclusion

Real-time radiography has been demonstrated as an effective way to observe ply lift dynamics
during hot firing. A series of corrective techniques for X-ray tube intensity fluctuation, detector
fixed-pattern noise, and photon counting noise followed by background subtraction and contrast
enhancement yield an image sequence that is enhanced for human interpretation. Automated
analysis by edge tracking allows ply lift dynamics such as lift height and charring depth to be
quantified over time.
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Notation

S rotation matrix from a frame fixed to the
vehicle and a global inertial reference frame. Or, if w is a vector expressed in the
vehicle's coordinate frame, then Rw is the same vector expressed in the global frame.

To1JorKg  eeereereeeeeeene e global x-axis (North), global y-axis (East),
global z-axis (Down)

T s Tas Ky erreeereeseseesessesseses e sres e sres s e eresae e esen s vehicle x-axis (forward), vehicle y-axis
(right), vehicle z-axis (down)

J e ————————— inertia matrix of RLV vehicle, Je R*®,
J=J">0

0 SO UURPPPRPRR vehicle mass

O e s scalar, acceleration due to gravity

O ceererer e Euler angles of RLV orientation, ge R® (roll,

pitch, and yaw), representing the orientation of the vehicle relative to a global inertial
reference frarne q = (qroll lqpitch ' qyaw)T .

e angular velocity of RLV expressed in
vehicle coordinates, we R®

a ettt et € RO, a@cCeleration of vehicle mass center,
expressed in vehicle coordinates, i.e., a=R" p.

B, eereeeeseeeseeeee ettt neas projection of a onto the global negative z
unit axis —k,, i.e.,, the component of a, also called the “normal acceleration” of the
vehicle

Uy eeereeeeseeeessen ettt sn e e vehicle Mach number (at center of mass)

RS se R is the vector of control surface

positions, for left and right flaps, left and right rudders, two inboard elevons, and two
outboard elevons.

Grrin s O+ wsersessessessesneeseeneensessensessessessesneeseeeesseneenes Sn€R, 8..<0, §,,€R, 5., >0, denote
the lower and upper limits of the control surface positions & .

OO Sra € R denotes an upper limit on |3[, about
30 degrees per second for each control surface, except for the flaps with a limit of 10°s™.

Ty eereeeeeereeeeeee e e e 7,€ R*, net aerodynamic torque exerted on
the vehicle, expressad in the vehicle frame.

o ettt enn F,e R, net aerodynamic force exerted on
the vehicle, expressad in the vehicle frame.

S, et s d7,/05, caled the “torque sensitivity
matrix.”

A(Q) o Ae R*®. known partial derivative of o with

respect . A isnonsingular along any guidance commanded tragjectory. A is a (known)
functionof q. o= A®Q)qg.
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SUDSCIIPL Qe e s denotes a guidance-commanded quarntity.
For example, q,,,, isthe guidance-commanded value of q,, .
SK(V)  eereeuee e et ettt e et e the 3 by 3 matrix that when post-multiplied

by avector w givesthe cross product of v and w. Or, sk(v)w=vxw.

p the vehicle’'s linear velocity in global
coordinates.

Qe dynamic pressure, 1p|p|;, where p is the
air density.

7 2 P angle of attack

B sideslip angle

TheProblem

During the terminal energy management phase of flight (last of three phases) for a reusable
launch vehicle, it is common for the controller to receive guidance commands specifying desired
values for (i) theroll angle q,,, (ii) the acceleration a, in the body negative z direction, -k, , and
(iii) w,, the projection of » onto the body-fixed axis k,, is always indicated by guidance to be
zero. The objective of the controller is to regulate the actual values of these three quantities, i.e
make them close to the commanded values, while maintaining system stability.

The equations of motion are given by:

JAG = —JAG - sk(AG)JAG + 7, = —sk(AG) JAG - JAG

Mg=f +7 M =JA

- a e ,  Where o D
g=F+M7'z, F=M"f

ma=F,+mgR"e, e =(001"

The following are measured and available to the controller: s, q, », a, «, B, v,,ad Q. In
the next section, we present a controller for this problem, including simulation results.

Proposed Controller

Denote the commanded orientation of the vehicle as q_, whose value will be designed shortly.
The commanded torque, r,,, isoutput by the orientation controller and is chosen so as to make

a)c?

the model-based value of § satisfy:
G+[A1G+[A,1(a- ) +[As]f (@-g,)dt =0 @)

where the [A,] are diagonal gain matrices producing stability within the last equation. The
values used in our simulation were:

A, = diag(2u,3u,3u), A, =diag(u?,3u’,3u®), A, = diag(0, 1°, 4°) , u=4 ©)
giving two-percent settling times of 1 second. First, q,, is already given as the guidance-
command for the roll-angle. Then, the yaw-command q,, is chosen as q,, =atan2(p,, ) , Which
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would be associated with zero side-slip if p, were zero. Finally, the commanded pitch angle,
Q. » IS chosen as.

qc)2 = 90 ! (4)
where 6, is purely model-based and approximates the value of ¢, that would produce a, as:

8, =8y, =8, —k [ (8, —a,,)dt (5)

at the current mach, dynamic pressure, zero-sideslip, while ¢ =q,, and g, =q,,. The value of 6,
is constructed as follows. Off-line, before flight, a table is constructed which inputs angle of
attack, mach, and dynamic pressure, and outputs the corresponding a,. At the current time, t, a
smple one-dimensional search within this table produces the value of 6., at virtually no
computational cost. The second term in the expression for a,. in (5) helps to correct for
modeling errors. The integral gain k was chosen as k = 4/5, making (5) slower than (2).

The surface deflections & are driven by actuators with 3° order (flaps) or 4™ order
(rudders/elevons) actuator models. These actuators have either a 0.15-second 2% time-constant
{flaps} or a 0.05-second 2% time-constant { rudders/elevons}. The commanded deflections, &,
are chosen as follows. Since the aerodynamic torque, z,, is not a perfectly linear function of &,
using a delayed value of the Jacobean, S(t-A), A =0.006s as for one controller sample period, we
perform a truncated {fixed number} set of damped {half-step} Newton-Rhaphson iterations,
with the single fixed Jacobean, i.e., fixed for that time instant (or sample period). In particular,

§Ak+1 = sat |:{§Ak +%G+ { _§k ]} ’0'755min ’0'755max
18

_(Ta - 2-a)c)

. (k=1,...,20) (6)

where the subscript 1:8 denotes the first eight entries of the vector and where we are saturating
at 75% of the true actuator bounds to help avoid hitting the true actuator limits. The same
percentage is used for rate-limit avoidance. The iteration is initialized a &§(t-A). The
simulations used 20 iterations, thus involving 20 evaluations of the look-up table for the
aerodynamic torque (at the currento,, , Q, «, and B=0), 20 back substitutions, and one matrix
factorization. The matrix G isthe one associated with the stationarity condition for minimizing
the sum of the squares of the 5 subject to achieving the specified torque:

;

G{ | St-A) } @
S(t-A) 0

The output of these Newton iterations is fed into a direct rate-limiter, with the rate-limits

2
set at 75% of o, . Thisresult isin turn fed into a filter 100 , the output of which is
s* +200s+100°

declared our commanded actuator deflection, &,. In all simulations, this choice of &, produced

absolutely no saturation of the actuators actual bounds nor any saturation of the actuators
actual rate-limits; thus, the 3" order (flaps) and 4™ order (rudders/elevons) dynamic actuator
models were fully satisfied within all ssimulations, the results of which we now present in the next
section. For possible reference,
d.., = [-15; -15; -60; -30; -30; -30; -30; -30] degrees
O =1 26; 26; 30; 60; 25; 30; 25; 30] degrees

(8)
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In the next section, we present numerical simulation results for a set of typical guidance
commands. In these simulations, the guidance-commands are open-loop [which is not typical of
the actual guidance but gives a practical test of the controller].

Results

A set of typical guidance commands (a,,.q,.,,,) Were used to test the proposed controller. The

nominal case’s result is shown in Figures 1-3 below. In the second case, the actual body-z air
force istwo times larger than that of the model — see Fig's 4-6. Inthethird case, 1.2g {where 1g
i$9.81 m/s/s} windgusts, each of duration 1 second, occur at times t =75s and t=175s -- Fig'S 7-
9. In these plots, the axes-ranges are [0s,243s], [-70°,20°], [-6m/s’,8m/s°], OF [-1.2's*,04's '],

except for Fig's 4, 7 and 9 with ranges [-6m/s?,10m/s°], [-10m/s*,8m/s’] and [-2°s™,4's7'].

[N (ot
4 ”‘ v
!

Acknowledgements

The author would like to thank the entire team of engineers and scientists in the guidance and
control research area of the Marshall Space Flight Center’s Transportation Directorate. Special
thanks goes to my NASA colleague Charlie Hall and the NFFP program managers Gerry Karr
and Jeanelle Bland.

XI11-5



NASA FACULTY FELLOWSHIP PROGRAM

Accompanying Student

MARSHALL SPACE FLIGHT CENTER

THE UNIVERSITY OF ALABAMA
THE UNIVERSITY OF ALABAMA IN HUNTSVILLE
ALABAMA A&M UNIVERSITY

Optical Cryogenic Tank Level Sensor

Prepared By:

Academic Rank:

Institution and Department:

Professor Accompanied:
NASA/MSFC Directorate:

MSEFC Colleague:

XIV-1

Amanda Duffell

Graduate Student
University of Alabama in
Huntsville, Department of
Physics

Prof. Don A. Gregory

Transportation

John Wiley



Introduction

Cryogenic fluids play an important role in space transportation. Liquid oxygen and
hydrogen are vital fuel components for liquid rocket engines. It is also difficult to
accurately measure the liquid level in the cryogenic tanks containing the liquids. The
current methods use thermocouple rakes, floats, or sonic meters to measure tank level.
Thermocouples have problems examining the boundary between the boiling liquid and
the gas inside the tanks. They are also slow to respond to temperature changes. Sonic
meters need to be mounted inside the tank, but still above the liquid level. This causes
problems for full tanks, or tanks that are being rotated to lie on their side.

The Transportation Directorate is currently working on an optical probe to measure tank
level. It would offer a fast, cheap and reliable alternative to the present measuring
methods. Two designs are being developed. One is based on evanescent light wave
coupling from a solid quartz rod or optical fiber to the surrounding liquid. The second
is based on losses in a series of engineered air/glass interfaces in a segmented quartz
rod or notched optical fiber.

Theory

The propagation of light through a waveguide is controlled by the refractive indices of
the guide and its surrounding medium. Snell’s Law is the basic equation to explain
refraction phenomenon, Eqn. 1, Fig. 1.

Equation 1 n, sin @ =n, sin G,

nm np

Figure 1 Illustration of Snell’s Law with n2 > nl

Total Internal Reflection (TIR) is the effect of light reflecting predominantly inside the
medium of high refractive index, instead of refracting and passing through a boundary to
a medium with lower refractive index. TIR occurs when &, =8, . The critical angle, &

is when 6, =90°. At that point, all light at the n,:n; boundary reflects back into material
n,.! TIR is critical to transmitting light through a waveguide, such as an optical fiber or a

piece of quartz tubing, Fig 2.
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a) np n; b) n; np n;

Figure 2 Case a) 8, < 8_, no TIR occurs Caseb) 8, 2 6., TIR occurs

TIR is most efficient when n, -n; is large because a greater range of angles can propagate
through the medium n,. For example, light will propagate with less loss through glass
surrounded by air than water, Table 1.

Material Index of Refraction
Glass 1.46

Water 1.3

Air 1

Plastic Fiber 1.33

Table 1 Indices of Refraction

Evanescent coupling occurs when light propagates through surface modes on a material.
The surface modes allow transfer of light from the propagation medium to its
surrounding. Evanescent coupling is most efficient when the two materials have similar
refractive indices.’

The main source of loss in an optical system is material interfaces. These losses can be
estimated by the Fresnel reflectance, R, and transmittance, T, Eqn. 2 and 3, for normal
incidence.

2
. n.—n,
Equation 2 r=|———
n tn,

Equation 3 t=1-r

From these equations, it can be seen that transmission losses from one material to another
can be minimized when the refractive indices are more similar.’
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Experimental

Two different methods were used in designing the optical tank level probes. One
depends on evanescent coupling effects and the other is based on Fresnel reflection
losses.

Evanescent Coupling

The evanescent coupling probes used optical fiber for the waveguide and air, water, or
liquid nitrogen as the coupling medium. The basic concept for this design is that the fiber
would transmit more effectively in air than in liquid because of the refractive index
difference. Because evanescent modes couple through the surface of the fiber, it was
important to remove the fibers’ cladding, or to choose fibers that were not clad.

When the cladding is removed from glass fibers they become very brittle and difficult to
work with, especially in large lengths. Large path lengths are necessary because
evanescent coupling is a weak effect and needs to occur over a long section of fiber for
the effects to be measurable. The handling problems made glass fibers a poor probe
choice.

An alternative to glass fiber is plastic fiber. The plastic fiber is pliable and not brittle, so
it does not require cladding to be handled routinely. Another benefit of plastic fiber is
that its refractive index closely matches that of water, which enhances the coupling
effect. The evanescent coupling effect can also be increased by increasing the surface
roughness of the fiber, by creating more places for loss (scatter) to occur, while still
preserving the fiber’s transmission properties. The disadvantage of the plastic fiber is the
lack of standard coupling devices to input the laser and feed the output into a data system.
This problem could be fixed with appropriate hardware.

Fresnel Reflection Losses

Two probes were built using the principle of Fresnel reflection losses. The first probe
used segments of quartz rods, arranged with a small air gap between each rod, Fig. 3.

Laser —pO PR @) DR @®) > p{ Detector

Figure 3 Losses occur at each n; to n, interface

The idea is, as the tank fills, the transition region between the rods switches from being
filled with air to being filled with liquid. There is then a corresponding increase in
transmission. At a glass/air interface the transmission loss is 4%. At each glass/water
interface the transmission loss is only .5%. These losses are predicted by the Fresnel
equations. This probe is easy to assemble and it can withstand moderately rough
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handling. The main problem with this design is that it is very difficult to get adequate
power through the array of rods and through to the detector. This problem could be
solved with better optical components.

The second design based on Fresnel losses used the plastic fiber again. This time small
notches were cut into the fiber. The notches played the same role as the air gap in the
segmented quartz rod probe.

Test Setup

All of the probes were tested in water before they were tested in liquid nitrogen. A 3 feet
tall water tank was provided that was equipped with a drainage device to allow tank level
measurements as the tank was emptied and filled. The optical tank level measurements
were verified by a sonic level meter, pressure sensor and flow meter. The LN2 was
tested in a static configuration where the probes were placed in a full liquid nitrogen
dewar.

Results

There were mixed results from all probes tested. Problems occured with low
transmission, wetting of the probe’s surface, and overall system construction. The results
are summarized below.

The roughened plastic fiber showed approximately 10% decrease in transmission when
submerged in liquid nitrogen, (LN2). Transmission increased back to pre-test levels
when the fiber was first removed from the LN2. However, as the fiber returned to room
temperature condensation and frost covered it.  The condensation effectively
resubmerged the fiber and transmission decreased again, making the sensor unreliable
with repeated use. This would not present a large problem once the sensor is deployed in
an enclosed LN2 tank, where temperature does not change so rapidly and water vapor is
not available for condensation.

The data from the segmented quartz rod probe produces a step output, with a noisy

section between each step that represents the turbulence as the gap is partially filled with
liquid.
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The notched plastic fiber also showed a step response in the data. Unfortunately it had
the same condensation problems in LN2 as the roughened plastic fiber.

Conclusion and Recommendations

It appears that more work should be done with the plastic fibers. If a more stable probe
and coupling setup were built, more accurate results could be obtained, especially in a
more controlled temperature environment.

The segmented rod probed could be significantly improved by using better optics. The
current quartz pieces are not polished on the faces, resulting in substantial loss at each
interface. Gradient Index (GRIN) lens are available in the general cylindrical shape
required and they would relay collimated light through the linear array with low
scattering losses at the interfaces. The improved optics should reduce the overall signal
to noise ratio of the probe.
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Introduction

It is well known that under some operating conditions, rocket engines (using solid or
liquid fuels) exhibit unstable modes of operation that can lead to engine malfunction and
shutdown. The sources of these instabilities are diverse and are dependent on fuel,
chamber geometry and various upstream sources such as pumps, valves and injection
mechanism. It is believed that combustion-acoustic instabilities occur when the acoustic
energy increase due to the unsteady heat release of the flame is greater than the losses of
acoustic energy from the system [1, 2].

Giammar and Putnam [3] performed a comprehensive study of noise generated by gas-
fired industrial burners and made several key observations; flow noise was sometimes
more intense than combustion roar, which tended to have a characteristic frequency
spectrum. Turbulence was amplified by the flame. The noise power varied directly with
combustion intensity and also with the product of pressure drop and heat release rate.
Karchmer [4] correlated the noise emitted from a turbofan jet engine with that in the
combustion chamber. This is important, since it quantified how much of the noise from
an engine originates in the combustor.

A physical interpretation of the interchange of energy between sound waves and unsteady
heat release rates was given by Rayleigh [5] for inviscid, linear perturbations. Bloxidge et
al [6] extended Rayleigh’s criterion to describe the interaction of unsteady combustion
with one-dimensional acoustic waves in a duct. Solutions to the mass, momentum and
energy conservation equations in the pre- and post-flame zones were matched by making
several assumptions about the combustion process. They concluded that changes in
boundary conditions affect the energy balance of acoustic waves in the combustor.
Abouseif et al [7] also solved the one-dimensional flow equations, but they used a one-
step reaction to evaluate the unsteady heat release rate by relating it to temperature and
velocity perturbations. Their analysis showed that oscillations arise from coupling
between entropy waves produced at the flame and pressure waves originating from the
nozzle. Yang and Culick [8] assumed a thin flame sheet, which is distorted by velocity
and pressure oscillations. Conservation equations were expressed in integral form and
solutions for the acoustic wave equations and complex frequencies were obtained. The
imaginary part of the frequency indicated stability regions of the flame.

Activation energy asymptotics together with a one-step reaction were used by McIntosh
[9] to study the effects of acoustic forcing and feedback on unsteady, one-dimensional
flames. He found that the flame stability was altered by the upstream acoustic feedback.
Shyy et al [10] used a high-accuracy TVD scheme to simulate unsteady, one-dimensional
longitudinal, combustion instabilities. However, numerical diffusion was not completely
eliminated. Recently, Prasad [11] investigated numerically the interactions of pressure
perturbations with premixed flames. He used complex chemistry to study responses of
pressure perturbations in one-dimensional combustors. His results indicated that reflected
and transmitted waves differed significantly from incident waves.
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In the present paper, an extension of the work performed by Frendi [12] is carried-out. In
particular, an attempt is made at understanding the onset of combustion instabilities as
well as the use of passive devices to control them. Following the systematic experimental
investigation of Laudien ef al. [13], who studied the design of acoustic cavities, a
numerical investigation is performed. The remainder of the paper is organized as follows;
a brief description of the mathematical model is given in the next section followed by the
numerical techniques used to solve it. Details of the results are then discussed followed
by the concluding remarks.

Mathematical Model

The model used to describe this problem is based on the nonlinear Euler equations, which
can be written as

VU, T (1)
ot Ox,
where
P PV
U=|pv; landF, =| pvyv,+ pJ, 2)
PE pv(E+plp)

and E=c T+ ),vy.. The closure is obtained through the equation of state for an ideal
gas, p = pRT . For a two-dimensional axi-symmetric model the definition of the vector B

results from the transformation to cylindrical coordinates. If x; is the axis of symmetry,
the vector B can be written as

PV
B:—L PV 3)
X, PVyV,
pv,(E+plp)

Method of Solution

The numerical methodology employed to solve Equation (1) can be described as a
combination of a temporal discretization scheme, a spatial discretization scheme and, a
discontinuity-capturing scheme. In the time discretization scheme the value of U is
sought given its value at a previous time by means of a Taylor series expansion. The
spatial discretization is done using the Galerkin finite element method in which the
integrated weighted-residual is minimized. To resolve discontinuities in the flow field, a
convective flux correction term is devised. A second order accuracy is achieved in time
while a second order or higher accuracy is achieved in space. Details of the numerical
scheme can be found in [14, 15]. The boundary conditions used are rigid slip wall along
the chamber walls and characteristic boundaries at the inlet (upstream boundary) and exit
(downstream boundary). When acoustic disturbances are introduced in the chamber, the
inlet pressure is specified as
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p=py(+esin(@)) or  p=p,(1+eR0) )

with & being the excitation amplitude, o =2zf the frequency and R(¢f)a random
number. In Equation (4), p, is the chamber pressure. The other inlet quantities are
specified using the method of characteristics.

Results and Discussions

The numerical investigation carried-out in this paper follows the detailed experimental
investigation performed by Laudien et al. [13]. In particular, acoustic tests are performed
in an axi-symmetric combustion chamber having the shape shown on Figure 1. A
loudspeaker is placed at the center of the inlet boundary and emits plane harmonic or
random acoustic waves. As described in section III, a finite element technique is used.
Figure 1 also shows a typical grid used. A denser grid is used near the acoustic source.
The conditions in the chamber are those of air at T =300 K and P =1 atm.

Figure 1: Typical unstructured grid used.

At first, the natural frequencies of the chamber are determined. To this end a random
acoustic disturbance is introduced by the loudspeaker and the pressure fluctuations are
monitored at several points in the chamber. Figure 2 shows the sound pressure level
(SPL) as a function of the frequency at a point along the top chamber wall. Several peaks
corresponding to the various chamber modes are obtained. In order to determine the
mode shapes, one can excite the individual modes by introducing a plane, harmonic
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acoustic wave at the given frequency. Following the determination of the natural
frequencies of the chamber, a frequency of 1880 Hz, corresponding to a chamber mode,
is selected for extensive tests. The first such test is to obtain the chamber response to a
high (i.e. nonlinear) and low (i.e. linear) excitation amplitude. Figures 3(a)-(b) show the
time histories of the pressure at an observation point along the top wall.

140
512 Hz 1880 Hz

120 |
m
©
)
o
(n 1

100 |

80 | | | | l | | | | l
0 2500 5000

Frequency, Hz

Figure 2: Frequency response of the combustion chamber to a random excitation.

Figure 3(a) shows rapid growth of the pressure oscillations and a slowly varying mean
pressure, whereas Figure 3(b) shows a slow growth of the oscillations around a zero mean
pressure. The corresponding power spectra are shown on Figs. 4(a)-(b). For the high
excitation amplitude case, &€ =0.5, strong harmonics are shown to exist along with the
fundamental frequency. It is believed that the nonlinear interaction between the fundamental
and its harmonics is responsible in part for the rapid growth of the fluctuations. This point is
confirmed by Fig. 4(b) which shows weak harmonics and therefore a quasi-linear behavior
and weaker growth as shown by Fig. 3(a).
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Figure 3: Time history of the pressure at a point along the top wall (a)e=0.5, (b)
¢ =0.001
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Figure 4: Sound pressure level at a point along the top wall (a)e =0.5, (b) £ =0.001.

In order to assess the level of damping of a given mode by the chamber, the loudspeaker is
turned on and then off and the pressure oscillations in the chamber are monitored at a given
point. Figure 6 shows the damping level for two different modes 1880 Hz (Fig. 5(a)) and 512
Hz (Fig. 5(b)). In addition to the pressure oscillations, a decay curve described by Xe ™ is
also shown, where 7 is the decay factor. The Figure shows that the mode corresponding to
1880 Hz decays faster than the mode corresponding to 512 Hz.
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Figure 5: Decay rate of the pressure oscillations for two different chamber modes
corresponding to (a) 1880 Hz (b) 512 Hz.

Baffles

Following the preliminary studies presented above, the effect of adding a baffle in the radial
direction of the inlet boundary, Figure 6, on the pressure oscillations in the chamber, is
investigated. Figure 7 shows the pressure oscillations at the observation point along the top
wall obtained with and without the baffle. The Figure shows a significant reduction of the
oscillation amplitude of the pressure. The excitation amplitude used is¢ =0.1.
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